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The objective of the Lawrence Livermore 
National Laboratory (LLNL) Inertial Confinement 
Fusion (ICF) program is to demonstrate the scien- 
tific feasibility of ICF for military applications (to 
develop and utilize the capability to study nuclear 
weapons physics in  support of the weapons 
program) and for energy-directed uses in the civilian 
sector. The demonstration of scientific feasibility 
for both military and civilian objectives will require 
achieving gains on the order of 10 to 100 in fusion 
microexplosions. Our  major near-term milestones 
include the attainment of high compression, one- 
hundred to one-thousand times (I00 to lOOOX) 
liquid D-T density in the thermonuclear fuel and 
ignition of thermonuclear burn. 

I n  1979, our laser fusion experiments and 
analysis programs focused on two important areas 
related to achieving this goal: conducting x-ray- 
driven implosions of a variety of D-T-filled fuel cap- 
sule's to unprecedented high densities (550X liquid 

D-T density) and the determination of the scaling of 
hot electrons and thermal radiation in hohlraums. 

By operating the Shiva facility in the short- 
pulse (100 ps), high-power (20 to 30 TW) regime, we 
achieved final fuel densities of 10 to 20X with di- 
rectly irradiated electron conduction-driven targets. 
The density was diagnosed by x-ray imaging and 
neutron-activation techniques. Increasing the pulse 
length to -1 ns and focusing 8 to 12 kJ into 
miniature high-2 hohlraums, x-radiation driven, 
plastic-coated, D-T-filled glass microspheres have 
attained fuel densities in excess of 50X liquid D-T 
density. Experiments performed in late 1979 and 
evaluated in early 1980, using an improved, double- 
shell Apollo target, have achieved densities in excess 
of IOOX. In all cases, the final compressed state was 
determined by use of our radiochemistry tech- 
niques. Figure 1-1 shows our ICF results on the 
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Ion temperature (keV) 

Shiva laser plotted as a function of final compressed 
density and neutron yield (the latter being strongly 
dependent on D-T temperature). The slope of the 
line is the boundary of attainable conditions with 
the Shiva laser. Operating at 20 to 30 TW and 100- 
ps pulses, exploding pusher targets have obtained 
3 X 1O'O neutrons and 5 to 6 keV ion temperature, 
albeit at the expense of final fuel density. The other 
extremes are the IOOX, -0.5-keV experiments dis- 
cussed above. The various colors represent various 
hohlraum and direct-irradiation targets. 

We made important progress in understanding 
and predicting the processes involved in producing 
the plasma conditions in our miniature hohlraums. 
Measurements of the radiation temperature and 
diagnostic hole closure, and hot electron and x-ray 
preheat experiments, as well as initial experiments 
designed to measure the ablation pressure, are in 

good agreement with theoretical models. We also 
performed a variety of experiments designed to 
determine the origin and scaling of hohlraum 
suprathermal electrons. The effects of confinement 
of the plasma generated in the hohlraum, laser- 
pulse duration, hohlraum size, and incident laser 
energy on the hot electron environment were all 
studied, and a scaling model has been developed. 

The 200- to 300-kJ Nova facility, now under 
construction, is expected to move us into the region 
of ignition and the possible achievement of gains as 
high as unity. The conditions we expect to achieve 
with Nova are presented in Fig. 1-2, which shows 
quality of confinement (density X confinement 
time) and D-T ion temperature for various fusion 
experiments. The Nova facility will have 20 beams 
emanating from 46-cm-diam phosphate glass disk 
amplifiers. In this configuration, Nova will produce 
about 300 kJ at 3 ns. The full facility has been 
authorized by Congress as a two-phase S195M line 
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item. and a t  the present rate of funding, we an- 
ticipate completion by 1985. 

Theoretical calculations predict that absorp- 
tion of laser light increases dramatically with 
decreasing laser wavelength. Other effects, such as 
the generation of hot electrons. also improve as the 
wavelength decreases. We have begun a series of ex- 
periments a t  Argus at 0.53 pm (&) wavelength to 
study and quantify this wavelength scaling. Consc- 
quently, we have requested DOE to approve funds 
to add second- and third-harmonic capability to the 
Nova system. The importance of this flexibility is 
demonstrated by Figs. 1-3 and 1-4, which show the 
wavelength dependence of target gain and pcrfor- 
m a n s  as well as the fraction of energy in hot elec- 
trons that arc generated while heating a miniature 
hohlraum to 160eV. 

Author: E. storm 
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Reactor Target Gain and 
Symmetry Calculations 

We have examined, first, the impact of various 
non-ideal effects on achieving the ignition condi- 
tions required for different inertial confinement fu- 
sion (ICF) targets and, second, the impact of these 
cffccts on the gain obtained from such targets. We 
have also studied the effects of various geometries 
and numerical transport techniques on implosion 
symmetry. 

In earlier work.2-4 we discussed calculations of 
the gain possible from reactor-scak single- and 
doublc-shcll targets driven by short-wavelength (A 
about 0.25 pm) lasers. Similar kinds of targets can 
be imploded with a heavy-ion driver. Figure 2-18 is 
a canonical double-shell target. A single-shell target 
would have a very similar outer shell ttructure but 
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no central igniter. Such targets can be driven either 
by direct illumination or by first converting the laser 
eneSgy into soft x rays on a high-Z radiation case 
and then using these x rays to drive the ablation 
process. The x-ray-driven approach is currently 
favored, largely because of symmetry considera- 
tions. If we use wide vacuum channels and an ap- 
propriate geometry, smoothing occurs for both 
small-scale ripple on the beams and for large-scale 
variations caused by laser-beam geometry effects. In 
the direct-illumination approach, achieving the re- 
quired symmetry will probably require a sequential 
variety of wavelengths with long wavelengths of 
about 2 p m  used early in the pulse and short 
wavelengths used during the high-power end of the 
Pulse. Most of the detailed design work on reactor 
targets has been for the x-radiation-driven ap- 
proach. 

Calculating Gains for Single- 
and Double-Shell Targets 

The gain data obtained for these two types of 
targets was based on 1-D LASNEX computer 
calculations with marginal fuel-ignition conditions 
and is shown in Fig. 2-19. For these calculations, a 
KrF laser (A = 0.25pm) was absorbed on a 
spherical uranium-gold m e  with a radius 2.4 times 

double-shell target 

input energy (MJ) 

that of the capsule. Under these assumptions, ab- 
sorption is essentially 100% and about 75% of the 
incident laser energy couples to this capsule. 
Although optimized designs for direct illumination 
were not done, similar gains would be expected. 

Single- and double-shell targets have fun- 
damentally different ignition modes, which result in 
the different shapes for the gain curves. In a single- 
shell design, a very precise pulse shape is used to 
produce high entropy near the inner surface of the 
fuel region while keeping the majority (>99%) of 
the fuel within a factor of two of the Fermi 
degenerate pressure. The dense fuel then acts as a 
pusher to compress and heat the fuel near the inner 
surface and to ignite a propagating burn into the 
majority of the fuel. The double-shell target makes 
use of the velocity multiplication occurring during 
the collision of the shells to reduce the outer-shell 
velocity required for ignition. 

The high-2 inner pusher also acts to contain 
radiation from the fuel, which thereby lowers the 
temperatures required for ignition. These two com- 
bined effects result in a three- to four-fold improve- 
ment in peak gain for the double shell. The outer 
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fuel in a double shell ignites as a result of a shock 
propagated through the high-2 pusher when the 
central fuel burns. However, the final imploded 
state of double-shell fuel regions must satisfy two 
requirements that result in an energy threshold for 
achieving high gain. First, the igniter must have 
enough yield to ignite a pr 5 0.5 in the outer fuel. 
Second, the outer fuel must have a pr Z 1 for good 
bum efficiency. Below the break in the curve for 
double-shell targets (see Fig. 2-19), these two condi- 
tions cannot be satisfied simultaneously and only 
the inner fuel ignites. Below this energy, the peak 
gain from single-shell targets exceeds that of 
double-shell targets. The energy at which this break 
occurs is design dependent. For example, with in- 
creased power late i m h e  pulse, outer fuel compres- 
sion and pr could be increased so that the minimum 
pr required might be achieved with less fuel and 
laser energy. 

Curves (a) and (b) of Fig. 2-19 represent the 
upper limit to gains expected for these classes of 
targets. Although it may be possible to eventually 
approach these gains, a variety of non-ideal effects 
will probably increase the required driving energy 
and reduce the calculated yield. The requirement for 
increased driving energy can come from a variety of 
defects that are hard to model in a computer simula- 
tion. These include: 

0 Fabrication and assembly defects. 
0 Fluid instability. 

Imperfect implosion symmetry. 
A reduction in yield can come from a mix of high-Z 
pusher material with the D-T fuel, an effect which 
lowers burn efficiency. 

Increasing Implosion Symmetry 

Because of their large convergence ratio, 
inertial-fusion capsules require 1% or better spatial 
uniformity of the implosion. Several techniques are 
available for improving implosion symmetry. Cap- 
sule shimming, in which capsule dimensions are 
varied to counteract impressed asymmetries of the 
driver, is primarily useful for long-wavelength non- 
uniformity. For direct illumination targets, 
electron-conduction smoothing can reduce short- 
wavelength perturbations. Our calculations 
indicates*6 that if the critical surface is maintained at 

a radius twice that of the ablation surface, conduc- 
tion will smooth variations of f10% in laser inten- 
sity. Such variations might arise because of beam 
irregularity or from non-uniformity of beam 
overlap in multibeam systems. Maintaining this 2: 1 
ratio early in time requires use of wavelengths 
longer than the 0.25-pm light assumed for the later 
high-power part of the pulse. The early part of the 
implosion could require wavelengths of 2 to 4 pm 
with shifts to shorter wavelengths occurring as the 
low-density corona develops. 

With the radiation-driven approach, we know 
that case geometry, ratio of case-to-ball radii, and a 
variety of absorbing foils between the laser and the 
capsule can effectively modify the implosion sym- 
metry. Results of detailed calculations using this ap- 
proach follow, 

Capsule shimming, electron conduction 
smoothing, or increased case-to-capsule radii and 
absorbing foils all result in increased driving energy. 
Shimming generally increases target mass without 
increasing fuel mass. Long-wavelength lasers have a 
lower ablation efficiency6' than short-wavelength 
lasers. Increasing the case-to-ball radius increases 
the case losses. Absorbing foils increase heat 
capacity. The use of any of these techniques to 
produce a symmetric implosion would result in'a 25 
to 50% increase in driving energy or increased com- 
plexity for the driver and target factory. 

For double-shell targets, the boundaries be- 
tween the inner gold pusher and both the igniter and 
main fuel are hydrodynamically unstable during the 
implosion. The main fuel-pusher boundary is un- 
stable during acceleration of the pusher. The mix 
that can occur reduces the calculated yield. The 
boundary between the igniter and the pusher is un- 
stable during deceleration of the pusher by the 
igniter. The resulting mix here can cause radiative 
cooling of the igniter. This either prevents its igni- 
tion or results in ignition of such a small fraction 
that there is insufficient yield to ignite the main fuel. 

In one-dimensional calculations, the igniter 
fuel continues being heated as long as the PdV work 
being done on the fuel by the pusher exceeds the 
radiation losses and electron-donduction losses 
from the fuel. For reactor-size capsules, the PdV 
work exceeds these losses up until the time the 
pusher has almost stopped. If the capsule just ex- 
ceeds the ignition threshold, it will ignite a i  this 
point. On the other hand, the pusher-igniter fuel in- 
terface becomes unstable as soon as the pusher 
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Radiation-Driven Targets 
for Heavy-Ion Fusion 

Radiation-driven targets offer a number of ad- 
vantages for heavy-ion fusion. The most obvious 
advantage is symmetrization by radiation flow. So 
far, however, all radiationdriven targets still re- 
quire beam irradiation from at l a s t  two sides to ob- 
tain sufficient symmetry. A typical target concept is 
illustrated in Fig. 2-33(a). In an alternative concept, 

both beams come from one side [see Fig. 2-33(b)]. 
Here, the 3-D aspects present calculational dif- 
ficulties, but the concept is in principle possible. The 
main reason for considering such a possibility is 
that it may simplify accelerator andareactor design. 
For example, a schematic of a typical unclassified 
induction linac is shown in Fig. 2-34(a). By using 
the illumination scheme shown in Fig. 2-33(b), we 
can eliminate the high-current bends, thereby sim- 
plifying design and reducing costs [see Fig. 2-34(b)]. 

Other advantages of the radiation-driven ap- 
proach are the insensitivity to variations in beam 
uniformity and details of ion-energy deposition. 
The principal disadvantage is the loss of energy 
associated with radiation conversion and absorp- 
tion in the hqhlraum walls. 

For any radiation approach to be feasible, high 
conversion efficiency from beam energy to thermal 
x rays is necessary. This requirement imposes cer- 
tain constraints on ion-beam parameters. The'con- 
version eficiency, q, must satisfy the inequality, 
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sizes, or higher powers arc assumed. The efficiency 
is expected to be somewhat lower when the 
radiators are pIactd in a hohlraum, because a higher 
radiator temperature is required. to achieve ade- 
quate radiation transport into a hot hohlraum than 
into free space. 

Two-dimensional calculations performed on 
the design concept shown in Fig. 2-33(a) show that 
it is possible to conservatively design heavy-ion 
targets with gains lying within the band shown in 
Fig.2-19. We have not yet optimized the target 
designs, 'and improvements seem possible. The 
calculations should be quite reliable because of the 
simplicity of the beam-target interaction in ion- 
beam fusion. 

* Author: R 0. Bangerter 
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Theoretical Modeling 

A classified Inertial Confinement Fusion (ICF) 
target is a complicated, multicomponent structure. 
A laser pulse enters an enclosure (can) from each 
end, scatters around, and absorbs on the interior 
walls of the can. Sometimes scattering cones are in- 
serted in the can to meet the laser and scatter it. The 
soft x radiation produced in this hohlraum impinges 
on a target ball in the center of the endosure, 
ablating the outer layer of the ball and imploding 
the rest of it. Suprathermal electrons produced by 
laser plasma interactions also impinge on the ball 
causing Preheat. In this article, we present analytic 
calculations,for all these processes. 

The resulting, simple, scaling models should be 
of use to all target designers; not only to help them 
find the right places in parameter space for their 
designs but also to enhance their understanding of 
the physics involved in the design. We compare 
these models with test problems run on LASNEX. 
(Comparison with experiment will be made in "In- 
vestigations of ICF Target Physics: Preheat, Shock, 
and TR Scaling Experiments with Half-Cairn 
Hohlraums.") We first derive scaIing laws for the 
radiation temperature (Td produced' in the 
hohlraum. These are followed by laws for the 
pressure (P) imposed on a target ball as a result of 
this radiation. Next we will discuss such 
suprathermalclectron issues as their transport in a 
complex geometry (i.e., around scattering cones). 
Finally, wc will apply dl of these "ingredients" to a 
simple implosion model. 

Scaling Law for Radiation 
Temperature 

The physical picture we.consider is that of a 
laser absorbing on the interior walls of a can 
(typically gold). These walls act like gold disks and 
convert some of the absorbed light into a soft x-ray 
spectrum.  he conversioq efficiency (c.E.) sca~es 
roughly as 

from gold disk experiments and LASNEX aimula- 
tions, where 114 is the laser intensity in units of 1014 
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W/cm2. (However, quite a bit of uncertainty still ex- 
ists for both the coefficient and exponent.) Thus, we 
have a source of radiation energy (ER) as follows: 

where fAbs is theabsorption fraction. For most well- 
designed can and laser parameters, fAbs is near or 
above 80%. Because C.E. is typically one-third 
(although it has been measured to rise as high as 
two-thirds), much energy remains unaccounted for. 
The rest of the absorbed laser energy goes into 
suprathermals (typically 1 to 30%) and into the 
kinetic energy of blowoff of ions (hydrodynamic 
motion). This motion does not significantly affect 
the heating that%oes on deeper in the walls and can 
be neglected. The suprathermals, however, deposit 
deep within the walls (typically 2 g m  into gold) and 
do contribute to heating the walls. Thus, neglecting 
their contribution is a serious defect of the model 
under conditions when ER is the same order as Ehot 
(laser-converted energy into hot electrons). 

We equate the radiation source, Eq. (6), with 
the energy sinks in the problem: The radiation eats 
thiough the inner part of the walls in a thermal dif- 
fusion (Marshak) wave, heating the wall up to an 
equilibrium temperature, T, = T,, where T, is the 
electron temperature that we are trying to calculate. 
Some of the radiation escapes out of laser entrance 
holes and out of holes cut in the hohlraum for 
diagnostic purposes, and some of it diffuses into the 
target ball. 

We first consider the wall-loss problem by solv- 
ing (in I-D) for the radiation diffusion into a 
material. The first law of thermodynamics states 

= Q  . & W(l/p) - +  - 
dt at 

(7) 

where is the specific internal energy, P is the 
pressure, p the matter density, t the time, and Q is 
an energy source. For radiation diffusion, 

where XR I/Kp is the Rosseland-averaged radia. 
tion mean free path, K is the Rosseland-averaged 
opacity, c is the speed of light, x the distance into 
the wall, and a is 4u/c,  where 6 is t h e  
Stefan-Boltzman constant. For slow subsonic heat 
penetration into a material that is simultaneously 
blowing off into vacuum, we can approximate 
pressure P as a constant at the heat front. In a 
Lagrangian sense then, with the mass variable 

m = f p(x')dx' , 

Eqs. (7), (8). and (9) become 

where h is specific enthalpy (thus accounting for 
hydrodynamic blowoff energy of the radiatively 
heated matter as well as for the internal heating 
energy). 

set 
To solve Eq. (IO) with a similarity solution, we 

T e Totp f(w); - a - ( )'; p = d c , t  = m/qa TN2t ; 

ao 

c 
Because opacity may depend on density, we set the 

density to an average "ice-block" by dividing the 
mass by a product of sound speed C,, and time (Le., 
the change in volume of that blowoff mass . Thus, 
Eq. (10) becomes 

with 

Q = (Bp + 1 + R)42 + R) . 
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where ALch is the area (in mm2) of the laser entrance 
holes. 

To calculate target-ball losses, we must know 
the material involved. As an example, we take glass, 
where K x 8 p 1 j 3  T-2.5 and Z X 20 Til2, and T is in 
keV. Proceeding as before we obtain 

I 

with quantities expressed in hohlraum units (h.u.) as 
in Eqs. (17) and (le). Here  AB^^^ is the ball area in 
mm2. 

For pres* targets, AB and ALch are both 
much smaller than A,, so that to first order they 
may be neglected. Thus, equating sources to sinks, 
we find 

Using Eq. (5 )  for C.E. and recalling that I in 
I 6 l 4  W/cm2 equals 10 E/A,T in h.u., we find Eq. 
(18) leads to 

Equation (21) compares favorably with experiment 
(see Fig, 2-47 and “Investigations of ICF Target 
Physics: Preheat, Shock, and TR Scaling Experi- 
ments with Half-Cairn Hohlraums” of this report). 
In general, we can derive the temperature 
iteratively, using Eq. (21) as a first approximation 
and then refining and lowering it, because the ball 
and hole-loss equations, (19) and (20), do contribute 
as extra sinks to balance the E, source. While agree- 
ment with experiment is good, there are still uncer- 
tainties in the theory. It is crude in the sense of 
assuming a constant average temperature To as the 
driving source (for a duration T ~ )  rather than 
treating the actual temporal behavior. In addition, 

the conversion-efficiency scaling is still uncertain 
and is measured on a disk rather than inside a 
hohlraum. Also, as mentioned previously, in some 
of the shots as much energy was in hot electrons as 
in radiation, but this theory does not treat the hot- 
electron contribution to wall heating. Despite the 
caveats,‘Eq. (21) does seem to have general validity 
for the experiments done so far. 

We will explore one more aspect of radiation- 
temperature-scaling law. Some hohlraums show 
true primary and secondary behavior: 

0 First, the laser scatters back off a cone and 
into a general primary region of the can where the 
radiation is produced. 

0 Second, the radiation diffuses through the 
annular region between the cone and cylinder walls 
to the general secondary region, where the target 
ball sits behind the cone. 

This behavior can be modeled by equating 
sources and sinks in each region. In the primary, 

and in the secondary, 
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%.; He= T, and T, are the respective primary and 
t m n d a r y  temperatures; A,,,, refers to the respec- 
rtive wall areas; A,, is the area of the gap between 
.:.‘be primary and secondary, Adiag is the area of 
“diagnostic holes in the secondary. Because in prac- 
tict, A,, C C A,, and T j  << Ti,  we can put these 
‘muations into a form amenable to solution by itera- 
tion. Adding the primary and secondary equations, 
&e obtain 

‘ L  

r(&h T: + A~DLP. e) + 0 . 8 ~ ~ * ~ ’  AB& TFn , (22) 

re the first term on the right-hand side is the 

ball? What velocity does the unablated portion of 
the pusher achieve? 

Following the hydrodynamic theory of sub- 
sonic heat-wave penetration, we find that for a y- 
law gas, 

where PA is the ablation pressure produced by a 
heat front with flux W. Equation (24) is basically a 
heat flux balance, with the energy being carried off 
at the sound speed, C,. The radiative heat flux is 
given in the parenthesis of Eq. (8) and can be rewrit- 
ten as 

inant one. The q o n d a r y  equation, rewritten is 

y the first term on the right-hand side is the 
ant one. Thus, Eqs. (22) and (23) can be used 

In the early Argus experiments, both primary 
secondary temperatures were measured. In 
ral, T, was about 1.5 heV and T, about 1.1 heV. 

ions (22) and (23) reproduce T, as 1.5 but find 
1.25, implying some anomalous losses of 

gy (two-fold) from the wall or problems with 
tive transport. A third interesting possibility is 
the channel closes as the heated cone expands 
ard and the heated wall implodes inward. Us- 

sound speed, opacity, and density scaling laws 
gold that were derived earlier, we indeed find 
may shrink to half its size. This halves the flux 
the secondary and thus explains the anorn- 

low T,. Further experiments (planned for 
could shed light on some of these important 

ict primary-to-secondary differences. 

m a t  pressure does a given radiation tem- 
impinging on a target ball apply to that 

where m is defined in Eq. (9) and derived in Eqs. 
(1 1) and (14). Equation (25) simply states the heat 
flux is the radiative vacuum flux divided by the 
number of radiation mean free paths. In the discus- 
sion preceding Eq. (20), we presented the relevant 
formulae for glass. These combined with Eqs. (24) 
and (25) result in 

where T is in heV, T in ns, and P in megabars. 
Because opacities differ with material, this expres- 
sion for the pressure will vary greatly with material. 
For gold (high opacity), we find 

and for beryllium (low opacity) we find 
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Thus, one of the interesting aspects of radiatively 
driven targets is the ability to tune the pressure 
profile simply by changing ablator material. One 
should be cautious, however, in  that the lowest 
opacity materials (which provide the highest 
pressure) have such fast heat-front penetration that 
the reaction can be.come supersonic and thus inef- 
ficient. For example, consider LiD. We find that 

Thus, for 0.8 density LiD, at 100eV and I ns, the 
front moves 75 pm, giving a “speed” of 7.5 X 106 
cm/s. But the sound speed C,, at 100 eV, is 6 X 106 
cm/s, so the heat fwnt is supersonic. At higher tem- 
peratures or shorter times, it is even more so. (The 
pressure it could provide scales as 20 T3-2/r0*3 MB.) 

Also of interest is the comparison of the energy 
requirements of a radiation-driven vs direct- 
illumination approach to getting the same pressure 
on a ball. Suppose the ablator is beryllium, then Eq. 
(29) combined with Eq. (21) yields 

where 113,14 is the laser intensity expressed in units 
of 1013.14 W/cm2 and the intensity is the energy per 
unit time per unit of can area. A great deal of 
literature that exists on ablation pressure is taken 
from direct laser illumination studies. Roughly it 
scales as 

independent of target material. Here I is the ab- 
sorbed energy per unit time per unit ball area. Let us 
compare Eqs. (30) and (31) for SHIVA parameters 
(ball radius 100 pm, can size 6 mm2, I-ns pulse) 
assuming 30% absorption for direct illumination, 
and requiring 50 MB ablation pressure. The un- 
classified approach requires 6 kJ, compared to only 
2 kJ for the classified approach. As we go to larger 
systems in which the area ratio of ball to can is 
larger, the classified approach looks even more 
promising. 

U~le2-lO. Comparison of exponeots obtniacd by 
and by LASNM d e  for the front motion, m, a d  for the 9 
pressure, P~,‘bocb for gold and plus. ( 5  . e  

The scaling laws for the front motion m and for 
the pressure PA were tested against multigroup 
LASNEX problems. We place a constant tem- 
perature souce next to a material and monitor the 
pressure and penetration of the front as a function 
of time. We vary (from problem to problem) the 
driving temperature, the opacity multiplier, and the 
material. Some curves for gold are shown in Fig. 
2-48. We compare the exponents (i.e., the scaling) 
between theory and code for gold and glass in Table 
2- 10. Code-generated coefficients for the pressure 
are within 20% of the theoretical prediction. 
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~mucausc the depth penetration is difficult to define 
k code, it cannot be quantitatively compared 

Radiation-driven pressures were measured ex- 
$primental[Y, in good agreement with the theory 
f v n t e d  here. (This agreement will be demon- 
**ted in “Investigations of ICF Target Physics: 

Shock, and TR Scaling Experiments with 
:&-Cairn Hohlraums” of this report.) 

Finally, we answer the question about implo- 
velocities achieved. The shock of strength PA 
gates through the pusher at density PO, at a 

P. tW& the theory. 

(32) 

ps off into the low density D-T gas at about 
, giving a pusher-interface velocity of 

(33) 

ed pusher has received an im- 
m the pressure pulse PA. Thus, setting the 

ration (a) equal to a force per mass (F/m), we 

(34) 
FT PAAT PAT 
m poAC po8 ’ 

I - =  - =- 

is the unablated portion of the pusher, 

(35) 

is the original pusher thickness. For 
Eq. (20) and PA from Eq. 

d pusher velocity. This will 
mental measurements in 
Target Physics: Preheat, 
Experiments with Half- 
again in good agreement. 

treatment in this section was planer. 
effects allow the radiatively heated 
lower its PR (and thus its radiative mean 
9 raising the ablation pressures 
y 302 Under typical conditions). Also, 

the planer treatment does not account for speeding 
up the pusher as it implodes spherically. n e  experi- 
ments with which Eq. (34) will be compared are es- 
sentially planer. 

Suprathermal Electron 
Transport and Preheat 

In a complex geometry such as a Cairn can 
with a primary and secondary, a question exists as 
to how many of the suprathermals, which are 
produced in the primary, can transport around the 
cone, impinge on the target ball, and cause preheat. 
To model this problem, we assume the electrons are 
isotropic and collisionless within the volume of the 
can, simply bouncing randomly off the walls. For 
normalization purposes, let us assume 100 electrons 
(of average energy Eo) are in the primary. Ac- 
cording to the area ratios Aps/Ap,tot, A,*,/ 
Ap,tot, and ALct,/Ap,tot, we transport them into the 
secondary, into the primary (and scattering cone) 
wall, and through the laser entrance holes, respec- 
tively. Here, A,, is the area of the annular gap 
around the cone through which the electrons can 
pass into the secondary. Of the large fraction of 
electrons that hits the gold walls, half remain in the 
wall and half are reflected back into the primary 
with 0.7 of their energy. These numbers are 
based on published cold, gold albedoes. The elec- 
trons transported out the entrance hole are lost 
forever. 

In the second iteration, those electrons in the 
secondary are now transported into the ball, into 
the secondary wall and back of the cone, or back to 
the primary, according to the area ratios Ab/As,tot, 
Aw,s/AS,tol, and Aps/As,tot, respectively. In this 
same second iteration, the electrons that were reflec- 
ted off the primary walls in the first iteration are 
now transported by the same method as used for the 
original 100 electrons in the first iteration. This 
process is shown in Fig. 2-49 for a 1.4-size, half 
Cairn (with a sample glass disk rather than a target 
ball). For this case, the parameters are: 

2-43 



I 

Finally (after just a few iterations), we see that 
the cone has shielded the ball. Had there been no 
cone, the same calculation, including the gold 
albedo of the wall, would result in three times more 
energy impinging on the ball, with Ab/A,,, = 0.035. 
Thus of the 100 electrons at Eo, 3.5 would get to the 
sample with energy EO, 1.7 would have energy 0.7 
EO, and so on. This is about three times the energy 
getting to the sample [ 1.2(&-,) + O.tl(0.7 &-,)I in the 
cone-case. 

This shielding factor will depend on geometry 
and size of the can, since it depends on the many 
area ratios mentioned above. From the measured 
suprathermal x-ray emission, we can deduce Ehot, 
the amount of energy in hot electrons and their 
mean temperature, Tho,. By transporting them as 
above, we can determine the preheat temperature 

caused in a sample. The calculation is done in detail 
in Section 5.8, and compares favorably with experi- 
ment. The scaling Ehot and Thot with laser and can 
parameters is a subject now under intense investiga- 
tion. 

~~ 

Scaling Laws Applied to 
Simple Implosion Model 

We can now apply the many “ingredients” thus 
far derived to a simple implosion model. Given laser 
parameters (EL, r L ) ,  can parameters (size, area, 
cone or no cone, and the like), and ball parameters 
(radius Ro, pusher thickness A& pusher material, 
D-T till PO,-,-T), we can derive from first principles 
the target performance. From Eq. (21), we know 
T,. Assuming a glass pusher, we know PA from Eq. 
(26). This pressure wave transports through the 
glass and shocks the D-T, thus setting the adiabat. 
From Eq. (32) and the doubling of the shock as it 
breaks out of the glass pusher, we find . 



We use the strong-shock relation to find the 
$-shock D-T density, 
5 
”._ 3‘- 

.“1)/(~ - 1)potM) = 4kWD-T) 
-.+ . 

gmc implosion will stop when the compressed 
$-gas sends an impulse into the imploding 
sher. Thus, equa?ig the impulse force times At, 
At, with the change of pusher momentum, 
b), we get 
*i 

be:-  

@ F(At) = A(MV) OK 

& NAt) = p p  A(Ar) Vp . (38) 

:ere V,, p ,  are the pusher implosion velocity and 
kkj, respectively. Because the impulse travels at 
F u n d  speed, 

E 

1: 

E”a; - G - (Pp/Pp)U2 , (39) 

E 
pations (38) and (39) thus yield E;.: 

assume pressure continuity across the inter- 
.(since this is “turn-around” time), as well as 

W t u r e  continuity because to conduction, the 
iring Z/A (ratio of charge to atomic number) 
D-T and glass gives 6 

p ~ *  T Q - ~  Tp. pimm - 0.5 pp , (41) 

turns Eq. (40) into 

(42) 

Combining Eqs. (36), (37), and (42) gives an expres- 
sion for the final density, 

The “implosion” velocity V, can be approximated 
by Eqs. (34) and (35). For a badly preheated implo- 
sion (the adiabat is raised), we naively replace the 
denominator of Eq. (43) with PA + Pprc, where P,, 
is the preheat pressure generated by the hot elec- 
trons on the inside of the pusher. 

Currently, the experimental observables are 
implosion time, yield, and pusher pR. The implo- 
sion time ~i,,,, can be modeled as 

mR0 
rlmp =x- + v, 
where the shock velocity V, is given by Eq. (32). The 
yield, Y, in neutrons (assuming hydrodynamic 
quenching of the reactions) is approximately 

where p o  is in units of 5 X le3 g/cm3, Ro in 100 p. 

and (uV/T’/*) in 10 keV. The pusher pR can be 
related to the final D-T density through the 
“isothermal-isobaric” model [essentially the 
assumptions of Eq. (41) reported in Ref. I], which 
yields 

where M and M(D-q represent the unablated, 
pusher mass and the D-T mass, respectively. 

As an example, we compare the model with a 
Shiva experiment. The values used were as follows: 
Laser parameters, 8 kJ incident in 600 ps; can 
parameters, 2.0 scale-size Cairn (with cones), Le., 
cylinder 1.6 mm long and 1 mm in diameter. For 

P 
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Fig.4-10. npOUo vcniom B mnshdcd for laser apeK 
aab l0rt.L 1979. 

T 

1979 Apollo Targets 
The Apollo target configuration- used in laser 

experiments this year is shown in Fig. 4-10. These 
targets yielded lo6 to IO’ neutrons and fuel density 
of over 20 g/cm3 (1OOX liquid D-T density). f i e  
fuel capsules we used in thcse targets were 180-pm- 
diam 20-pm-thick hollow glass microspheres. These 

sphercs must have no wall thickness variations or 
surface defects larger than 0.5 pm. The techniques 
for fabricating and characterizing these micro- 
spheres have been described in other r c p o r t ~ . ~ * ~  We 
made the hemispheres for the second shell of the 
ApoIlo targets by micromachining a CH polymer 
applied over a copper mandrel. This technique is 
described in detail el~ewhere.~ Thcse hemispheres 
arc 360 pm in diameter with a 50-pm-thick wall that 
must be uniform to within 1 pm (2%). The two 
hemispheres in each target must be very closely 
matched to avoid an asymmetrical implosion. For 
these first versions of Apollo the thicknesses wtrt 
matched within 1 p m  and the diameters within 2 to 
3 pm; The light shields, scattering cones, and radia- 
tion cases for the Apollo targets are modified ver- 
sions of those used for the Cairn targets described 
earlier. 

We assembled the Apollo targets using tech- 
niques similar to those described for the Cairn 
targets. We first sandwiched the fuel capsule be- 
tween two ultrathin support films, which arc held 
on a large wire loop (-7 mm diameter). The fuel 
capsule must be centered in the bond shell with an 
accuracy of t2 pm. To assure this centering We 

measure the sandwiched fuel capsule using refls- 
tion interferometry to determine whether the 
rule is symmetrically located between the s p p P 0 ~  



films. If the centering is not correct, the sandwich 
must be disassembled (which destroys the support 
films) and another attempt made. 

If the fuel-capsule sandwich is satisfactory, we 
cement the hemispheres for the second shell to the 
support films around the sandwiched fuel capsule. 
At this point another reflection interferometry 
measurement is made to check the centering of the 
inner capsule. Measuring through the CH 
hemispheres, we determine the distance between the 
inner surface of the second shell and the outer sur- 
face of the fuel capsule at six points around the 
assembly. 

If this assembly of hemispheres and fuel cap- 
sule meets the target specifications, the light shield, 
scattering cones and radiation case are cemented in 
Place on the thin support films. The completed 
target is shown in Fig. 4-11. 

A total of six Apollo targets were constructed 
and shot during 1979. Of these, three were the B ver- 
sion shown in Fig. 4-10. The other three targets 

~Berylliumablator . . 

:! ,-Step joint 

were identical except that the light shield and the Au 
scattering cones were not installed in the radiation 
case. These targets are referred to as the H version. 

Improvements to Apollo Targets 

A number of fabrication capability improve- 
ments for the Apollo targets that will increase their 
performance are under development. One key ele- 
ment in this development is replacing the CH 
second shell with a two-layer structure, as shown in 
Fig. 4-12. The inner layer would be seeded with high 
atomic number (high Z) material such as tungsten, 
tantalum, gold, or lead to provide greater preheat 
protection. Ideally the outer layer of ablator 
material would be beryllium, but the first versions 
will most likely use a CH ablator. Another an- 
ticipated improvement to the second shell (Fig. 
4-12) is to assemble the two hemispheres with a step 
joint rather than simply a flat interface. This would 
reduce the effect'of the joint on the symmetry of the 

4-9 



implosion. A third area for improving the Apollo 
target is to replace the glass fuel capsule with a high- 
Z material. This will provide more preheat protec- 
tion and a more efficient tamper for the fuel. 
Finally, a spherical radiation case geometry is ex- 
pected to improve the target performance. Spherical 
cases have been produced by evaporating gold onto 
a hemispherical mandrel in a process very similar to 
that used for making cylindrical cases. Figure 4-13 
shows a spherical Apollo case made with two of 
these hemispheres. 

We are actively pursuing all of these improve- 
ments. Machining of CH hemispheres with a step 
joint is being attempted and we expect the first 
hemispheres of this type in early 1980. We are also 
investigating the feasibility of machining beryllium 
coatings that have been vapor deposited on man- 
drels to provide a beryllium second shell. Studies 

are underway to identify candidate materials for a 
high-2 seeded polymer that can be used as the inner 
layer of a two-layer second shell. We are also 
developing high-Z coatings on thin glass micro- 
spheres as a step toward a high-Z fuel capsule. Very 
promising results have been obtained both with 
sputtering and electroplating. The details of these 
advances are described else where!^^ 

In addition to improving the materials used in 
the Apollo targets, we must develop techniques to 
increase the precision with which the targets are 
assembled. 

More advanced versions of Apollo will require 
the hemispheres to be matched in thickness and 
diameter within a few tenths of a micrometer. The 
fuel capsule will have to be centered to approx- 
imately the same accuracy. Figure4-14 shows an 
assembly station we are developing to improve the 
alignment of the hemispheres as they are assembled 
around the fuel capsule. The two hemispheres are 
held on opposing vacuum chucks and carefully 
aligned with each other before the fuel-capsule 
sandwich is inserted between them. Using high- 
power optical microscopes we are able to con- 
sistently reposition the hemispheres to within 1 pm. 
We are designing interferometric viewing optics that 
will allow us to position the surface of the second 
shell with an accuracy of about 0.1 pm during the 
assembly process. 

Author: 6. W. Weinstein 
Major Contributors: J.  6. Bryan, C. E. Durbin, E. 
Hagaman, C. W. Hatcher, G. W. Heaton, A. Her- 
nandez, T. D. Jones, L. L Lorensen, E. McCann, 
W. L. Ramer, and C. Walkup 
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In  1979, our program had two focuses: (1) radiation implosion of D-T to record high 
densities (50 to 100 times liquid D-T density) and (2) determination of the scaling of hot 
electrons and thermal radiation in hohlraums. 

Shiva experiments in late 1978 saw the Cairn single-shell, radiation-imploded target 
achieve high enough neutron yields for the compressed D-T density to be inferred from 
radiochemical diagnostics of the glass pusher. When we performed these diagnostics in the 
first few months of 1979, we found that densities of at least 50 times liquid D-T density were 
being achieved. 

We compared the densities inferred from radiochemical diagnostics with densities in- 
ferred from x-ray imaging diagnostics for a series of experiments in which the D-T was com- 
pressed to about 10 times ( lox )  liquid density. In general, agreement was good between the 
various density diagnostics. 

In Shiva experiments performed in late 1979, two-shell Apollo targets achieved high 
enough neutron yields for radiochemical density diagnostics. Subsequent radiochemistry 
experiments with these targets in early 1980 gave densities greater than 100 times (lOOX) liq- 
uid D-T density. 

We also made important progress in hohlraum physics. Our measurements of 
hohlraum temperature are in good agreement with Marshak scaling models. We have per- 
formed diagnostic hole-closure experiments to determine appropriate corrections for the 
hohlraum temperature measurements. The results of hohlraum experiments to determine 
ablation pressure, hot-electron and x-ray preheat, and the initial stage of the pusher motion 
are in good agreement with LASNEX calculations. 

We performed various experiments to determine the origin and scaling of suprathermal 
electrons in the hohlraum. These experiments confirmed theoretical predictions that con- 
finement of the plasma blowoff would substantially increase production of suprathermal 
electrons. We also explored the effects of pulse duration, hohlraum size, beam energy, and 
focusing strategy on the fraction of laser energy converted to hot electrons, on the hot- 
electron temperature, and on the time delay of the hot electrons relative to the laser pulse. 
We have developed a scaling model that is, in general, in good agreement with the data. 

Authors: H. G. Ahlstrom and J.  H. Nuckolls 

design known as Cairn. It was for such experiments 
that Shiva’s two-beam cluster design was originally 
chosen. According to LASNEX simulations, non- 
uniformities in the individual laser beams, energy 
imbalances between beams, and even differences of 
several percent in  summed beam-cluster energies 
should be tolerable with the Cairn design. 

1OX and lOOX Cairn Experiments 

Introduction 

Since the Shiva target-irradiation facility be- 
came operational late in 1978, over 40% of its ex- 
perimental time has been devoted to the perfor- 
mance testing of a soft x-radiation-driven target 
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The first Cairn design to be tested extensively 
(Mod B) is shown in Fig. 5-1. In this design, laser 
energy is absorbed primarily in the gold walls of the 
radiation case, heating them to equivalent black- 
body temperatures near 200 eV. Then this soft 
x radiation passes through the heated parylene 
cylinder surrounding the fuel ball and is absorbed 
by the capsule ablator. 

Cairn B emerged from a November-December 
1978 screening exercise as the most likely candidate 
to achieve at least 10 times liquid D-T density at the 
Shiva laser facility. Its gold scattering cones inter- 
cept the inner cluster of five laser beams on each 
side of the radiation case, and a thin-walled (2 pm 
or less in  thickness) parylene cylinder prevents laser 
light from illuminating the fuel ball directly (Fig. 
5-1). Such shielding was intended to protect the 
radiation-driven capsule from hot “glints” of 
focused laser light that would cause deleterious 
asymmetries in the implosion. With this design, our 
primary density diagnostic, radiation chemistry, 
soon began giving us pusher p$R values consistent 
with final fuel densities of about 6 to 10 g/cm3, or 
30 to 50 times liquid D-T density. 

Neutron yields from the Cairn B werz 
marginal, however, and large experimental uncer-2 
tainties clouded the data. To increase drive at the: 
sacrifice of symmetry, we conceived the Cairn H’ 
design illustrated in Fig. 5-2-basically a Cairn B I 
with the gold scattering cones and parylene light- 
shield removed-and arranged Shiva’s beams in a 
ring to avoid the fuel ball. Calculations indicated :” 

that a modest increase in neutron yield coupled with ’ 

a slight decrease in final fuel density might be ex- ‘ 
pected. Experimentally, however, the neutron yield . 
jumped over a decade. Greatly improved counting 
statistics enhanced the quality of the experimental 
radiochemistry data, and the measured pusher 
p,AR dropped by about a factor of two. LASNEX 
was initially unable to reconcile the differences be- 
tween the two Cairn designs, so we obtained ad- 
ditional data on targets whose scale size was varied, 
on targets with different fuel balls, on Cairn designs 
having scattering cones and no parylene cylinder 
(Mod J), and on Cairn designs with a parylene 
cylinder and no Scattering cones (Mod I). By year’s 
end, we had found a set of model assumptions that 
reproduced the bulk of the observations. This atti- 
cle summarizes the experimental data and provides 
a theoretical framework for understanding the cen- 
tral results. 
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Radiation case f Formvar foil l i  
L Fuel ball 

Focusing Geometries 

Cairn targets are irradiated by the 20 beams of 
both the upper and lower clusters of the Shiva 
facility. In the Cairn B design, the five inner beams 
of each cluster irradiate the gold scattering cones 
that cap the ends of a parylene cylinder in which the 
fuel ball resides, and the five outer beams irradiate 
the formvar membrane that supports the parylene 
cylinder (Fig. 5- I) .  The rationale behind this focus- 
ing scheme is to minimize irradiation intensity on 
the gold scattering cones and therefore lower the 
suprathermal electron preheat level while, at the 
same time, observing that the best focus of the beam 
should remain as close as possible to the plane of 
the laser entrance hole. In practice, suprathermal 
x-ray signals are not strongly sensitive to focusing 
geometry. An example of this standard focusing 
scheme is shown in Fig. 5-3, whose three parts were 
generated while calculating an alignment geometry 

for a particular 2.5 Cairn B target. The notation “S” 
Cairn B identifies this target as one with a Mod €3 
interior whose radiation case dimensions have been 
scaled linearly S times the original Cairn target 
design.* For example, a 1.0 Cairn is 800pm long 
and 500pm in diameter with a 250-pm-diam laser 
entrance hole while a 2.5 Cairn is 2.0 m m  long and 
1.25 mm in diameter with a 625-pm-diam laser en- 
trance hole. The calculated irradiation patterns are 
all fivefold symmetric in planes perpendicular in the 
vertical target axis. Figure 5-3(a) shows the 
calculated irradiation pattern in the laser entrance 
hole, Fig. 5-3(b) shows the pattern on the plane of 
the formvar foil, and Fig. 5-3(c) shows the pattern 
on the gold scattering cones. 

The actual alignment of a Cairn target 
proceeds in four steps: 
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1. The required offsets of the beam best foci 
(with respect to the center of the target chamber) are 
determined from a scaled target drawing. This also 
determines the offsets and beam diameters at the 
laser entrance hole. 

2. The beams are centered by means of a sur- 
rogate ball mounted on the same target stalk as the 
actual Cairn target. 

3. The required beam-offset data are fed into a 
microprocessor that controls lens preset positions. 
With the help of alignment flags located on the 
Cairn target, the target alignment for each in- 
dividual beam is verified by comparing the actual 
offset and beam diameter at the laser entrance hole 
with the values computed in step 1. Minor correc- 
tions are made to the lens position to ensure that the 
requirements of the visual verification are satisfied. 
This gives a "current" position for each lens. 

4. Alignment is complete when the verified 
"current" position of each beam matches the 
desired irradiation conditions. 

Alignment of a Cairn H target proceeds iden- 
tically, except that different offsets are specified in 
step 1. Figure 5-4 shows the calculated irradiation 
pattern in the midplane of a particular 2.0 Cairn H. 
Although the laser spots initially miss the capsule by 

more than 50 pm, plasma filling the target can cause 
some laser energy to refract onto the fuel ball. 

Generally, all Cairn designs are irradiated with 
the maximum laser energy that will not damage the 
laser at a pulse length of 600 ps (Le., 7 to 9 kJ). 

Occasional checks consistently showed 80 f 
10% laser light absorption. An x-ray microscope in 
the north polar position (e = 0) recorded any mis- 
alignment of the upper beam cluster that caused 
laser light to impinge on the outside of the radiation 
case. Figure 5-5 shows two representative color- 
enhanced images. Slight clipping at the laser en- 
trance hole, caused by decentering of the fuel ball, 
did not appear to alter the measured final fuel con- 
ditions significantly. The implosion "spike" is 
clearly visible in both images and appears sym- 
metric. Variations in focusing geometry, such as 
those shown in Fig. 5-5, likewise had little effect. 
However, decentering of the fuel ball did pose a 
serious problem for diagnostics that depended on 
small diagnostic ports in the radiation case, as will 
be noted below. The misalignments observed were 
far outside design-fabrication tolerances, and their 
cause has yet to be discovered. 

Capsule Environment 

The five Cairn radiation-case geometries il- 
lustrated in Fig. 5-6 were irradiated with a range of 
incident laser energies that provided a variety of 
drive and preheat environments for the Cairn cap- 
sules. Most of the Cairn capsules were nearly per- 
fect Si02 0, z 2.2 g/cm3) microshells that had a 
nominal inside diameter of 140 pm and 5-pm-thick 
walls. They were generally overcoated with 15 pm 
of CF1.4 (Teflon, p 2 1.8 g/cm3) and tilled with 
about IO mg/cm3 (about 50 atm) of equimolar D-T. 
In the following paragraphs, capsules are often 
characterized by their inside diameter, by their wall 
thickness, and by their ablator thickness and 
material: e.g., the nominal capsule described above 
is designated as a 140 X 5 + 15 C F  ball. 

Table 5-1 summarizes the Cairn targets we 
irradiated at the Shiva laser facility during 1979. 
Neutron yields and fuel densities changed 
dramatically as target geometries were varied. 
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(a) Usual Cairn Mod H irradiation geometry 
Laser entrance hole 7 

(b) Cairn Mod H irradiation geometry with spots separated on the formvar foil 

Presumably, these variations are grossly related to 
the levels of soft x-ray and thermal electron drive 
and to the amounts of suprathermal electron and 
x-ray preheat experienced by the capsule. However, 
single-parameter vs single-parameter plots (e.g., 
neutron yield plotted against measured soft x-ray 
drive) do not reveal simp!e dependencies. 

Drive. Systematic trends do exist, however. For 
example, soft x-ray drive scales approximately ac- 
cording to the simple Marshak scaling law 
described in “Theoretical Modeling” in Section 2. 
As Fig. 5-7 indicates, the power density experienced 
by the capsule (inferred from DANTE mea- 
surement~~) scales with IOE/S2(2/~)’/2, where E is 
the absorbed laser energy in kilojoules, S is the 
Cairn scale factor, and T is the laser pulse FWHM 
(full  width at half maximum) in nanoseconds. For 

values of this parameter of less than about 30, the 
scaling is reasonable. As the parameter increases, 
however, the available data suggest a flattening of 
the drive curve, possibly caused by an efficient 
transfer of laser energy into the suprathermal elec- 
tron population. Since many of the Cairn experi- 
ments were conducted in this regime, a blind ap- 
plication of the Marshak scaling law may tend to 
overestimate the drive. 

This simple scaling indicates the maximum 
radiation temperature that should be reached dur- 
ing the 600-ps-wide (approximately) laser pulse. It 
does not, in any simple way, give the time depen- 
dence of the x-rays. In general, the calculated per- 
formance of the capsules shows considerable sen- 
sitivity to the temporal profile of the x rays, par- 
ticularly to the rise time of the leading edge. Lack of 
experimental determination of this profile forces the 
designer to use LASNEX-determined profiles, 
which are known to be dependent on such poorly 
understood phenomena as laser absorption in the 
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high-Z walls of the hohlraum. In addition, the ex- 
perimental x-ray data do not determine the x-ray 
flux incident on the capsule as a function of position 
on the capsule surface. That is, spatial asymmetries 
in the x-ray flux, and therefore in the radiative 
drive, have not been determined experimentally. 

Suprathermal Preheat. As will be pointed out in 
“Cairn Scaling Study-The Experiments’’ (see Sec- 
tion 5). the suprathermal x-ray flux at-5.0 keV can be 

... 1 I -  

lth ‘the Manhak ’ 
parameter up to T ~ I K S  near 30, at whkh the holdram tem- 
peraturn apprwcha 200 eV. 
saturate b these C.irn targets. 
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used to estimate the preheat level experienced by the 
capsule. Although far from an exact determination, 
this preheat level is nonetheless a useful indicator. 
In  the simplest approximation, the fraction of laser 
energy coupled into suprathermal electrons, fHot, is 
directly proportional to the x-ray flux detected at an 
energy corresponding to the temperature, OH, of the 
distribution. 

The Cairn targets probably achieved suprather- 
mal temperatures of between 50 and 60 keV; 
therefore the x-ray flux at 50 keV is tabulated in 
Table 5-1. Although there is once again much scat- 
ter in  the data, Fig. 5-8 shows that the Cairn targets 
often operated near fHot = 1.0 (i.e., at virtually all of 
the laser energy in fast electrons). Saturation of this 
curve is required since no more than all of the ab- 
sorbed energy can reside in fast electrons. As noted 
in “Cairn Scaling Study” (see Section 5) ,  these data 
scale empirically with E/S3, or energy per uni t  
volume. 

We offer no theoretical justification for the 
choice of E/S3 as a scaling parameter; it merely 
clusters the data. From the plots of drive and 
suprathermal x-ray level, i t  appears that Cairn 
targets generally operate near drive “saturation.” 
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Table 5-1. Cairn summary for 1979. 

EL. W 
Cairn m 

Shot No. target (flO%) 

8.410.71 88120602 2.5 B 
146 x 4.4 
+ 17.3 CF 

141 X 4.5 
+ 14.5 CF 

180 X 5.2 
+ 14.5 CF 

89011803 2.5 BA 6.810.70 

89011805 2.5 B 8.010.60 

89012204 2.5 BA 7.710.62 
89012303 2.5 BA 7510.66 
89012509 2.5B 7.910.60 

+ 16.5 CF 

143 X 4.6 
+ 143 CF 

89022604 2.0 H 7.610.58 (8.8 f 1.0) X 108 

89022606 2.0 BA 6.6/0.6 (1.5 f 0.2) X lo7 
89022704 f O  H 7310.625 (9.2 f 1.1) X IO’ 0.009$&@f 3.6 f 0.9 

89022709 2.0 BA 6.7/0.625 (1.6 0.2) X lo7 

141 X 4.9 
+ 17.2 CF 

% 



I '  

89031904 

89031907 

89032006 

89032102 

89032104 

89032206 

89032212 

89032305 

2.0 H 7.6/0.54 (2.0 f 0.2) X 1 
145 X 4.1 
+ 11.1 CF 
2.0 B L 6.8/0.6 
140 x 5 
+scH 
2.5 B L8/0.8 
Apollo 
2.0 H 7.0/0.59 
144 X 1.8 
+ 21 CF 

141 X 1.7 
+ 21 CF 

2.0 H 6.5ia59 

0.026 f 

(1 .9 f 0.15) X 
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Table 5-1. Continued. 

89100903 2.0 H 8.210.6 (2.2 f 0.8) X IO6 13 x 1 0 1 ~  

89101105 2.5 H 4.0 x 1014 

2.2 x 1 0 1 ~  

115 X 13 
+ 67 CH 

2.5 X I 

/ g 7 - t  , / r  / 1 
1 

Modeling of Cairn implosions, even in one dimen- 
sion, is complicated by this choice of operating 
regime. The Cairn H targets appear to be partially 
driven by suprathermal electrons, and both the 
Cairn H and B implosions are degraded by the 
suprathermal preheat. In addition, a systematic un- 
certainty of about a factor of two exists in the ex- 
perimental determination of the x-ray flux at 50 keV 
as a result of suprathermal x-rays being aniso- 
tropically emitted from the targets. 

As noted in “Suprathermal Electron Genera- 
tion in Laser Fusion Target Geometries” (see Sec- 
tion 5),  the measured suprathermal x-ray spectrum 
may change with viewing angle with respect to the 
axis of the laser beam cluster. These suprathermal 
x-ray spectra do not uniquely determine parameters 
of interest to the target designer. The average 
suprathermal electron energy and the total energy 
into suprathermals are integrated quantities that do 
not effectively constrain the time-dependent 
LASNEX calculations. Moreover, these quantities 
measure global phenomena that occur throughout 
the hohlraum volume, while the designer’s interest 
is focused on what happens at the capsule location. 
The relationship between the globally measured 
suprathermal x-ray flux and the flux of electrons as 
a function of energy, time, and position on the cap- 
sule surface is poorly understood. 

Ultra-High-Energy Preheat. During January- 
March 1979, we monitored ultra-high-energy x rays 
emitted from Cairn targets with the Shiva neutron 
time-of-flight (TOF) facility. The data obtained 
provided estimates of x-ray yield and ultra-high 
temperature based on x rays in the 300- to 700-keV 
range. 

The Shiva neutron TOF spectrometer has two 
plastic scintillation detectors at the end of 125-m- 
long flight paths that detect x rays in the 100-keV to 
I-MeV range. The system collimation and shielding 
provide excellent discrimination against x rays and 
gamma rays formed outside the target region (i.e., 

. .  . 
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Fig. $10. Ratio of X-fry CnerOy deposition h nuor 8ftC; 1 
puslng through l/z h. of lead to X-ray energy dcpoSrUan In 3 
fluor after p d n g  through 1 in. of lead rems 1FT. 

Fig.5-9. X-ray trrosmfssioo through I / 2  and l-Ia.41ck 
l a d  ritem 8I1d 125 n of air w a function of x-ray energy. The 
ratio of thc transmkidoa~ through tbc WO filters (Ti12 to Ti) 
k dependent on the x-ray energy. -1 

X I  Y loo0 

chamber walls, room walls, etc.). To obtain data on 
the x-ray spectrum above I 0 0  keV, we inserted lead 
filters between the target and the detectors 80 m 
from the target. We placed a I/tin.-thick filter in 
one beam path and a I-in.-thick filter in the other 
beam path. Figure 5-9 shows the x-ray transmission 
through the filters and 125 m of air as a function of 
x-ray energy. The ratio, R(E,), of the transmissions 
through the two filter systems is dependent on the 
x-ray energy E,. This is also shown in Fig. 5-9. 

The energy deposited in a detector, Edet. is 
given by 

,-i 
I I I I I I 

- "1 1 

where T(EJ is the filter transmission, dS(E,)/dE, is 
the source spectrum in energy per unit energy, and 
€(E,) is the detector efficiency. Figure 5-10 shows 
the ratio of energy deposited in the detectors versus 
(kT)-I for a source distribution having the form 

IS@,) = S, exp (-Ex/kT)dEx 

and a constant detector efficiency for x rays in the 
range 300 to IO00 keV. 

The mean free path (MFP) for 300-keV x rays 
in plastic is about 8 cm long; that for 800-keV x rays 
is about 13 cm. These values are similar to the 10- 
cm-long MFP for 14-MeV neutrons, so energy 
deposition within the IO-cm detector is similar. The 
ratio of signals obtained from the two TOF detec- 
tors using lead filters provides a means for es- 
timating the temperature of the ultra-high-energy 
portion of the x-ray spectrum. Figure 5-1 1 shows 
the normalized x-ray spectra transmitted for several 
temperatures by a I/Zin.-thick piece of lead and 
125 rn of air. For temperatures of about 50 keV, the 
detectors are responding to x rays with energy 
above 300 keV. 

Table 5-2 is a summary of the data recorded for 
Shiva Cairn targets. The measured signal ratios 
range from 5 to 15, corresponding to temperatures 
of 60 to 200 keV for a one-temperature model. The 
spectra in Fig. 5-1 I indicate that most of the energy 
detected by the TOF detectors results from 300- to 
600-keV x rays. For comparison, the isotropic 
source strength of the 500-keV monoenergetic x-ray 
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Fig. 5-1 1. X-& spcCrn after passage thmud;&kk " 

lead versus x-ray energy for .several values of I/kT. Initial 
spcctr8 have the form 

- 

mqo = SoexP (-+/kT)d&. 

10-2 I'I 

,L".lr .i c* . I j  

Fh'S l2 .  E~alvaleat SOCkeV x-ray source strcnnth s 
' V i '  g ~ m l l y  lncrc&s with E/S3. . .  

is normalized to 1 .O 

I Final Fuel Conditions 

The crudest characterization of an ablative im- 
plosion reduces to a measurement of the maximum 
fuel density achieved. Figure 5-13 contrasts the 
useful ranges of several density-monitoring tech- 
niques. While low-density plasmas may be studied 

Source necessary to produce the observed signals for 
each shot is listed in Table 5-2. As with the 50-keV 
FFLEX data mentioned above, these source 
strengths generally increase with E/S3 (Fig. 5-1 2). 
The x-ray temperature, on the other hand, varies 
about a mean value of 124 keV with a standard 
deviation of 37 keV. 

Given a typical bremsstrahlung conversion ef- 
ficiency of about these data suggest that be- 
tween 1.0 and 30.0 J found its way into this ultra- 
high-energy electron distribution. It is clear that 

with alpha-particle imaging to determine the size, 
distribution, and shape of the burn region, the alpha 
particle's large collision cross section with fuel and 
pusher ions renders this technique virtually useless 
above density-confinement radius products of 
about le3 g/cm2. The four overlapping shaded 
areas i n  the figure-Ar, Br, Si, and Cu-represent 
radiochemistry operating regimes for argon, 
bromine, silicon, and copper, which are present in  

such energetic electrons cannot be shielded against the fuel or the pusher as noted. Argon line imaging 
in the Cairn design, but the preheat they produce is through silicate pushers has a useful range ex- 
not energetically important. Calculations show that ceeding alpha imaging, but only radiochemistry and 
future reactor targets are sensitive to electrons in x-ray backlighting offer promise for measuring the 
this energy range, so their production mechanisms areal densities expected for lOOX liquid density 
must be understood and controlled. implosions with the anticipated low ion temp- 

e r a t ~ r e s . ~  
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Table 5-2. Summary of ultra-high-cmrgy x-ray data recorded by the neutron timcof-flight (TOF) system for Cairn targets. 

Shot No. Target 

SOW& 

of 500-keV 
x-nys, mJ 

Detector 
signal 
ratio 

Temperature, 
keV 

Radiochemistry p,AR Measurements. From 
Fig. 5-13; it is clear that radiochemistry is a viable 
method for making pusher p,AR measurements on 
our present Cairn targets. The total number of ac- 
tivated atoms created in the pusher, N*, is given by 

Nc N* = 
')C ')D e-rtL (l-e-AAt) ' 

The definitions of these symbols and a discussion of 
their values follows. 

The 16 radiochemistry collector-efficiency cali- 
bration shots we did are indicated in Table 5-1 by 
an "A" (for activated) in the target description. 
Cylindrical collector foils of titanium, held in place 

by a matching aluminum carrier, were used for all 
shots in this series. 

We determined collection efficiency as follows: 
First, we irradiated coated fuel balls at the Liver- 
more reactor for 6 to IO h in a thermal neutron flux 
of 7 X I O t 3  n/cm-s, where some of the sodium 
atoms present in the glass microsphere were con- 
verted to radioactive 24Na (tl,2 = 15.02 h). Then we 
found the collection efficiency by comparing the 
24Na activity of the fuel ball to that in the collected 
debris. 

The targets for all the collector experiments 
were Cairn radiation cases, each of which had a 380- 
to 42CLpm-diam hole drilled about 100 prn below its 
equator to allow capsule debris to eject toward the 
collector. Each case generally contained 140 X 5 
capsules coated with various thicknesses of CF 
ablator. 
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Titanium collector foils have been used in all of 
the radiochemistry experiments conducted at Shiva. 
We have observed, however, that 47Ti is activated 
by target-produced protons having energies greater 
than 3.8 MeV. Since the activation product, 47V 
(tilt = 30 min), decays by /3+ emission-the same 
decay mode of activated copper and bromine, the 
47V decays will raise the background, making it dif- 
ficult for us to count these materials we plan to use 

Generally, we conclude from these measure- 
ments that, using a cylindrical collector, the average 
fraction of sodium atoms collected for Cairn 2.0 H 
140 X 5 4- 15 C F  targets is vc = (20 f 3)%. We 
assume that a similar fraction of the aluminum 
atoms, formed by neutron activation of the silicon 
atoms, is also collected. 

Aluminum-28 decays by the emission of a 8- 
Particle having a 2.86-MeV endpoint energy and a 
1780-keV gamma ray. Figure 5-14(a) shows an 
a h  mi n u m-28 spectrum and the 280-keV-w ide 

future targets. 

gamma-ray window; the Y background is about 
85 cpm. The @-spectrum from an aluminum-28 Sam- 
ple is shown in Fig. 5-14(b). The upper limit of the 
window corresponds to the endpoint energy, and 
the lower limit was chosen at about 300 keV so that 
the beta-gamma coincidence background is approx- 
imately 0.3 cpm. Figure 5-14(b) also shows a 
background spectrum produced by betas in coin- 
cidence with a signal in the gamma window. The 
beta signal’s background is about 35 cpm. 

To measure the absolute efficiency of the 
beta-gamma coincidence detector, we placed ;L 

I-cm2 piece of 99.999% pure aluminum-27 next to p 

* W f  source that produced 8 X lo8 n/s by spon- 
taneous fission. The average neutron energy was 
2 MeV. These neutrons were moderated by scatter- 
ing in a 30.5 crn polyethylene sphere that sur- 
rounded the sample and source. The moderated 
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Fig. L14. Multichannel analyzer output for a h h m - 2 8  
(8 )  pmm8 md (b) bet8 spectr8. 

0 2 MeV 

Enerw 

I 
, -Background 

neutrons produced aluminum-28 (tl/Z = 2.24 min) 
by neutron capture, proving that our calibration 
source was the same nuclide made in the pusher 
ppAR experiments. Then we took about four 
minutes to transport the sample from the irradia- 
tion location to where we inserted it, along with a 2- 
mil-thick titanium collector foil, into our coin- 
cidence detector. The sample initially produced 
2400 gamma cpm, 3900 beta cpm, and 1600 coin- 
cidence cpm. 

We found the detector efficiencies (€ and E @) 

by first recording the number of beta counts (n& 
gamma counts (ny), and coincidence counts (ngy) 
detected in 10 rnin and then solving the equations 

where A is the source activity. The total efficiency of 
the system is the product of E and E @  Because the 

light transfer is excellent in the beta detector, its ef- 
ficiency (measured as 69 f 3%) is not dependent on 
source location. The efficiency of the gamma detec- 
tor, on the other hand, is dependent on source loca- 
tion; system efficiency increases as the sample is 
placed deeper in the well. 

We determined the efficiency of the gamma 
detector, via the above technique, to be 27 to 41% at 
source positions corresponding to the top and bot- 
tom, respectively, of the sample-containing region 

the betafluor. In addition, we used the 1836-keV 
gamma ray of 88Y, a convenient long-lived gamma- 
ray source to find the shape of the relative efficiency 
curve at intermediate positions. The overall ef- 
ficiency for detecting 28Al decays as a function of 
source position is given in Fig. 5-15. Then we deter- 
mined a weighted average detector efficiency of qD 
= (28 f 2)% for Cairn targets. Because most of the 
debris is collected at the rear of the collector foil 
which, when placed in the NaI detector, corres- 
ponds to a location deep in the well where efficiency 
does not change rapidly with source location, the 
detection efficiency is very insensitive to the detailed 
debris distribution. 

The aluminum-28 decay constant, A, is known 
to be 

in 2 In 2 

t,n 2.24 rnin 

The loading time, tL is the time that elapses 
between the laser shot and the start of counting. 
About 17 s is needed to extract the collector-foil 
holder from the target chamber and transfer it to 
the counting area in the Shiva basement, where the 
collector foil is removed from the aluminum carrier 
and rolled to fit into a compatibly shaped beta 
detector. Then this detector is placed in the NaI 
well, the hatch to the shield is closed, and counting 
begins. Total loading time is typically 1.5 min. 
Although our total counting period, t,, is variable 
since we collect data in a series of forty 30-s periods, 
we find that the signal-to-noise ratio is always near 
maximum when a counting time of 5 min is chosen. 

Nc is the number of observed counts above 
background in the counting interval At, the coin- 
cidence background rate before and after a shot that 
was consistently 0.2 to 0.3 cpm. Figure 5-16 shows 
an example of the background. If we take the 
threshold of detection to be a signal that is three 
sigma above background in a five-minute counting 

A = - = - -  - 0.309 min-' 

I 
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Fig. 5.15. Radiochemistry cohckimcc detector calibration. 

I 

Source 1 
location 

I Betafluor 

- .  .. . 

Lcollector foil 

Nal detector 

7 B Overall 
efficiency efficiency efficiency 

- 0.33 f 0.01 0.69 f 0.03 -0.23 f 0.01 

Shot No. 80040902 

Background 
levels 

B,780=1.9t 1.4 
= 2.9 f 2.0 

Shot 

T 

28Al signal (tX - 2 rni7qW 
T T 

T i 
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period, we must obtain at least four net counts [3a 
= 3\/(0.3 cpm)(5 min) = 4). Using this number and 
typical values for the parameters in Eq. ( I ) ,  we see 
that the radiochemistry system produces an above- 
background number of counts when Cairn targets 
create a total of 144 activated atoms. 

From the number of activated atoms created in 
the target, N*, we calculate the p@R of the glass in- 
tegrated over space and over the neutron produc- 
tion time by 

h A R =  N* 
A o '  
As1 

Y , o f -  w 

The neutron yield, Y,, is determined by lead and 
copper activation detectors. Figure 5-17 shows ex- 
perimental measurements of the 28Si(n,py8AI cross 
section, u, at neutron energies of about 14 MeV. We 
take the cross section to  be 250 f 30 mb. The other 
parameters that enter the calculation are (1) the 
isotopic abundance of 28Si, f; (2) the atomic weight 
of silicon, Asi; (3) Avogadro's number, A,; andJ4) 

the mass fraction of silicon in the glass micro. 
spheres, w. We have used the values f = 0.9223, ASi 
= 28.0855g, and w = 0.36 f 0.02 (Ref. 5).  

A summary of P$R measurements from the 
Cairn series is included in Table 5-1. When these 
data are plotted versus their corresponding neutron 
yields in Fig. 5-18, a clear trend emerges; that is, 
measured p$R values are larger for lower neutron 
yield and hence for lower ion temperature. 

A simple ideal gas model based on  an 
isothermal-isobaric approximation may be used to 
obtain a crude interpretation of radiochemistry 
r e s u k 6  This isothermal-isobaric approximation 
relies on four assump@s: 

A fraction, € S l.$of the SiOz pusher is 
assembled al'ound the fuel"il;/a spherical shell at the 
time of neutron emission. 

2. All of the fuel is contained in the imploded 
pusher. 

3. The pusher and fuel are both uniformly 
distributed. 

4. The states of the pusher and fuel are , 

characterized by one temperature (isothermal) and : 
one pressure (isobaric). 

Assumption four constrains the burn-time fuel ,j 
density (pf) to be related, via the equations of state 
for pusher and fuel, to the pusher densit; (pp). 
Simulation calculations suggest that p = a p p  where ; 
a s 1.5 to 2.0. Thus, the burn-time fuel density for { 
any given target is related to the measured pusher 

' 

1. 

P 

PpAR by 

pr = (p,,AR)'* G kMP,  Mf,a)  

where 

, 

and M, and Mp respectively, are identically equal to 
the pusher mass and fuel mass in grams per cubic 
centimeter. By inserting typical values for the 
pusher and fuel masses, we find that 

pf = 2.3 x I O ~ ~ A R P ' ~  
This analysis places the fuel densities at burn time in 
the range of 1.0 to 10.0 g/cmJ, given the observed 
ppAR values, in agreement with the best LASNEX 
estimates listed in Table 5-1. 

i 
: ' 
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Fig. 5-18. Cairn puher ppAR n~casarcmenb versa; their ~ ~ l t r o a  yklds. 
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0 2.0 Cairn H 

@ Direct illumination 140 X 5 + 15 CF 

140 X 5 + 15 CF 

0 2.0Cairn J 140X 5 +  15CF 

A 2.0 Cairn I 140 x 5 + 15 CF 

v 2.0 Cairn B 140 X 5 + 15 CF 

0 2.0 Cairn 0 140 X 5 + 50 CH 

@ 2.5 Cairn H 140X 5 +  15CF 

1% 4 

Imaging Crystal Spectrometer (ALICS and 
SILICS) Measurements on Cairn Targets. Three in a 
series of six shots fired with Shiva included argon 
line-imaging spectrometers (ALICS); the other 
three included silicon line-imaging spectrometers 
(SILICS). Of these, five were 2.0 Cairn Mod H 
shots and one was a 2.0 Cairn Mod B shot. 

In all of these shots, either ALICS or SILICS 
was positioned on the (4 = W", 19 = 108") port 
directly opposite the x-ray microscope (XRM). 
ALICS/SILICS viewed the fuel ball through about 
a 200-pm-diam hole in the can; on the opposite side 
of the can  was about a 330-pm-diam viewing hole 
for the XRM. The thickness of the glass pusher was 
varied somewhat for the 2.0 Mod H targets, but it 
was primarily the thickness of the CF,., ablator 
that was increased during the shot sequencc. On 

these shots, ALICS was to image, in one-dimension, 
(1) the size of the fuel core containing some argon 
by looking at the spatial extent of argon x-ray lines, 
(2) the diameter of thk fuel-pusher interface by 
looking at potassium lines (K is a constituent of 
LLNL glass), or (3) the x-ray continuum stemming 
from the fuel, pusher, and ablator regions. SILICS 
had a similar purpose but its energy coverage was 
lower to facilitate observation of silicon, rather than 
argon and potassium lines. The results of these 
shots are outlined in Table 5-3. 

From the shot synopses in Table 5-3 we can 
conclude that ALICS/SILICS gave an image only 
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Table 53. Synposes of lmagingirystal sptromctr (ALICS/SILICS) results for a series Of six shots fired With Shiv.. The targets 
Included five 2.0 Cairn Mod H targets a d  one 2.0 CdIn Mod B target. 

Shot No. Comments 

k 89031904 Target: 2.0 Cairn H 
Inside diameter: 145.4-pm; target material; CF1,4,3.3 mg/cm3 D-T, 0.085 atm. argon; wall thickness: 2.5 pm 
glass: ablator thickness: 8.8 pm 

No argon linc(s) observed, but ALICS imaged core x-ray continuum and some weak lines at -2.5 and 3.5 Lev. 
Core diameter determined to be -27 pm. Heavy but tolerable overall fogging of x-ray film noted. XRM opposite 
ALICS indicated intense compressed emissi- in center of its -330-pmdiam viewing hde. XRM channel No. 
3, which Is sharply peaked in effiiieocy at -28 keV, correlates well  with ALICS/SILICS data on this and subse- 
quent shots. Its energy window closely approximates the energy range covered by ALICS or SILICS. See Fig. 
5-19(a). 

: 138 pm; target m 

when the XRM indicated an intense implosion 
spike in the 2.8-keV channel. Further, since some of 
the compressed emission zones were misaligned 
relative to the -330-pm-diam XRM viewing hole, 
ALICS/SILICS often could not have seen the im- 
ploded target. We do not understand the reason for 
this misalignment. Alignment checks and amplified 
spontaneous emission (ASE) tests produced no such 
displacements. Because of collimation by the 
diagnostic hole, ALICS only views a lateral expanse 
of 210pm at the fuel-ball position. 

We can speculate why the first target emitted so 
intensely at about 2.8 keV. Assume that silicon 
free-bound and free-free x-ray transitions are the 
most significant contributions to photon emission 
at about 2.8 keV. The first 2.0 Cairn H target was 
similar to all others except that it had the smallest 
ablator thickness. Thus, the weak intensity of 
photon emission observed by the XRM in subse- 
quent shots could have been due either to signifi- 
cantly higher ablator opacity as a result of increas- 
ing the CF1.4 thickness or to 8 decrease in the 
heating of the outer regions of the glass at maxi- 
mum compression, again as the result of more CFI.4 
being present a t  that time. If the decrease in heating 
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Fig. 519. SMe-rkwing x-ray microscope b a r d  of a r m  
H implorioos (a) 00 this h t ,  the XRM oppodte ALICS la- 
diatcd an fatense emission zoae b the cater of its 33@+m- 
diim r b h g  We. (a) On mother shot, the XRM oppodte 
SILICS indhted a weak hnploska spike, .Itbough the p.x- 
imam cm&loa zone was QII the extreme kft ddt of the dew- 
b g  We. 

were the responsible mechanism at the time of max- 
imum implosion, the outer regions of the pusher 
would be optically thick to silicon radiation emitted 
deep inside the glass, where electron temperatures 
and densities are the highest. This would imply that, 
on the first target, ALICS and the XRM were both 
viewing continuum radiation from deep inside the 

Fig. 5.20. Pinhole came 
raya emitted by Cdy 

pusher. LASNEX predicts that electron tem- 
peratures for these H-series targets at maximum 
compression are about 700 eV at the fuel-pusher in- 
terface and about 280eV at the pusher corona. 
Thus, it should have been possible to observe silicon 
continuum emissions at about 2.8 keV from a 5-pm- 
thick spherical shell near the fuel-pusher interface 
with an attenuation of only about a factor of 15 
(assuming pR glass 2 6 X I t 3  g/cm2). Potassium 
lines should also have been observable from this 
same shell at about 3.55 keV since they would suffer 
less absorption by the pusher. Unfortunately, our 
data indicate that only weak line emission was ob- 
served from the potassium. The observed silicon 
continuum emission, on the other hand, was more 
intense and possibly larger in spatial extent, 
suggesting that most of the photons we have re- 
corded could have originated from a region that is 
both cooler than the interface and further out in the 
pusher shell. However, analysis of our data with 
regard to the volumetric compression measured 
refutes the above assertion. The base width of the 
spatial extent of continuum emission at 2.8 keV is 
measured to be about 27 pm. If  we assume that the 
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Fig. 521. Multtpcctral zoneplate lotages of tbe comprused con of a Cdra H target. I 

, 

3.5 keV 
I 

instrumental spatial resolution of 20 pm convolves 
in Gaussian quadrature with true source width, we 
obtain a core diameter of about 18pm. Given the 
initial fill of 3.3 mg/cm3 D-T, a core diameter of 
17 pm would be necessary to attain 10 times liquid 
D-T density. Thus, to within our experimental un- 
certainty, we obtain density values that are consis- 
tent with the interpretation of radiochemistry 
measurements-i.e., at least 10 times compression 
for these series-H targets. Our measurements are, in 
fact, conservative since the spatial width of con- 
tinuum emission at 2.8 keV is somewhat larger than 
that observed near the potassium lines at about 
3.6 keV. 

X-Ray Images. Besides x-ray microscope im- 
ages such as those shown in Figs. 5-5 and 5-19, 
pinhole camera and Fresnel zone-plate camera im- 
ages were recorded for some Cairn targets. 

Figure 5-20 shows a typical set of four images of a 
Cairn B target produced by x rays with energies ex- 
ceeding 8 keV. Note that the laser scattering cones. 
shine .brightly through the -20-pm-thick gold 
radiation case. Images of other Cairn designs are 
similar save for the presence or absence of scattering 
cones. In all images, the laser entrance holes and 
scattering cones-presumably high electrostatic 
field regions-show up clearly, independent of 
laser-beam focusing geometry; that is, this image of 
a Cairn B target was not detectably altered by 
irradiating the target with a Cairn H focusing 
geometry. 

Figure 5-2 1 shows multispectral zone-plate im- 
ages of the compressed core region of a Cairn H 
target. Like the ALICS and SILICS spectrometers, 
the camera was located at (4 = 90°, 8 = 108') and 
viewed the capsule through about a 200-pm-diam 
hole. In agreement with ALICS and radiochemistry 
observations, densitometry reveals a reasonably 
symmetric 21- to 25-pm-diam imploded core. 
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Modeling Cairn Implosions 
with LASNEX 

comes on sharply about 200 ps into the laser pulse, 

I t  is not yet possible to model the Cairn implo- 
sions in full detail, both because the present codes 
are, at best, two-dimensional and because the ex- 
perimental conditions (e.g., the spatial and tem- 
poral profile of each of Shiva’s 20 beams on every 
shot) are not known fully. Indeed, even meaningful 
two-dimensional calculations are impractical at 
present because the laser deposition package in 
LASNEX does not contain all the necessary 
physics-Brillouin scattering at all angles, Raman 
and h,, instabilities, etc. 

We undertook a much less ambitious ap- 
proach: to see if we could develop a one- 
dimensional model to simultaneously explain both 
the Cairn Mod B and H implosion results. We 
found such a set of model assumptions, several of 
which are only justified by arguments of self- 
consistency or by appeals to intuition. However, we 
don’t claim that these simulations represent “the 
final” model, simply that they reproduce most of 
our experimental observkions. 

The main assumptions are that the Cairn H im- 
plosions are predominantly electron-driven and that 
the Cairn B implosions are preheated less than those 
in the Cairn H geometry. 

Calculational Model, Cairn H Geometry. Our 
present one-dimensional model is an outgrowth of 
models developed in earlier work on Cairn 
implosions.* In this model, a laser-heated spherical 
radiation case creates a hohlraum at whose center 
the spherical capsule sits. The laser is introduced 
between the case and the capsule. The fraction of 
the laser light that goes outward and is absorbed in 
the case determines the radiation temperature and 
the production of those suprathermal electrons that 
dominate the production of hard x rays. The frac- 
tion of the laser light that goes inward and hits the 
capsule produces lower energy electrons that drive 
the capsule. 

In the H model, seven-eighths of the absorbed 
laser light (i.e., 5.3 kJ) goes outward with a 600-ps 
FWHM Gaussian time profile. The inward pulse 
simulates the portion of the laser light that is re- 
fracted onto the capsule by blowoff from the 
hohlraum walls. This blowoff-caused refraction 

according to two-dimensional LASNEX calcula- 
tions. For this reason, the inward laser pulse 
(0.7 kJ) is given a 200-ps FWHM Gaussian profile 
in time, Although this amount of laser light exceeds 
the amount expected to hit the capsule if the laser 
light were diffusely scattered off the hohlraum 
walls, the yields observed in the Cairn H implosions 
require this large a fraction. This ansatz is sup- 
ported by the two-dimensional calculations of this 
geometry that show laser light being focused onto 
the capsule by the blowoff-caused refraction. 

The outer hohlraum wall is treated using the 
non-local thermodynamic equilibrium (NLTE) 
capability in LASNEX, in accordance with the disk 
modeling discussed in “Theoretical Modeling” in 
Sec.  2. As in disk modeling, emission opacity is set 
to 0.5 to get temperatures (180 to 185 eV) that are 
close to those seen in the experiments (1  80 f 20 eV). 

The laser light is absorbed either by inverse 
bremsstrahlung in the underdense region of the 
plasma or by instabilities at critical density. The 
fraction of light absorbed by each mechanism is 
controlled, as is the suprathermal temperature, to 
give electron drive early in time (before the laser 
peak) and to produce hard x rays late in time (after 
the laser peak). 

The justification for assuming that the Cairn H 
implosions are predominantly electron-driven lies in 
the proximity-of the Cairn H implosion results to 
those obtained using direct laser illumination of the 
same capsule (compare hexagons and circles in 
Fig. 5- 18).’ The direct-illumination implosions are 
certainly electron-driven, and their proximity to 
Cairn H implosion resu1ts.suggest.s that the Cairn H 
implosions may be similarly driven. 

In these one-dimensional calculations, the 
spherical hohlraum fills to quarter-critical density at 
the peak of the laser pulse. The current picture of 
hohlraum processes suggests that Raman and 2wpe 
instabilities will become strong at this time and 
produce a much hotter flux of suprathermals. The 
suprathermal temperature is, therefore, increased at 
the peak of the laser pulse to simulate the onset of 
these instabilities (Fig. 5-22). At the same time, the 
inverse bremsstrahlung absorption is reduced so 
that all remaining laser light goes into the in- 
stabilities and produces suprathermals (Fig. 5-23). 

. 
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Fig. 5-22. Temperature of suprathermal dcctrons generated 
by LASNEX during a Cairn Mod H calculation. The jump 
diontinuities at 0.11 and 0.13 shake (one shake quals 
1V8 s) are input changes. The Jump discontinuity at 0.14 
shake k due to plasma filling the channd between the capsule 
and the hohlraum wall. 
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Fig. 5-23. Energy split between inverse bremsstrahlung and 
auprathermal deposition in the LASNEX calculation of a 
Cairn Mod H implosion. At the end of the alculation, 71% of 
the absorbed energy has gone into suprathennab. 
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Calculational Model, Cairn B Geometry. The 
Cairn B geometry has shields and a parylene can 
(Fig. 5-1). which the Cairn H geometry lacks, and 
the laser focusing is, in general, different in the two 
geometries. The extent to which these differences 
change the physical environment in which the cap- 
sule resides (i.e., the x-ray and electron spectral 

- 
fluxes as functions of time) are not, as yet, ex- 
perimentally known in detail. 

I n  the Cairn B geometry, blowoff from the 
parylene can and from the wall outside this can will 
tend to exclude laser light from the midsection of 
the hohlraum. This should be especially true after 
the laser peak, when the bulk of the suprathermal 
electrons are generated. Thus, the x rays and 

WsllQrathermal electrons will be generated in the ends 
of the hohlraum and will have to scatter around the 
shields to get to the capsule. This will tend to 
depress both the x-ray and electron fluxes at the 
capsule location relative to those seen in the Cairn 
H geometry. Thd x-ray albedo is higher than the 
electron albedo, so the x-ray flux at the capsule 
should be depressed less. A simple area scaling of 
radiative fluxes suggests that the radiation tem- 
perature at the capsule should be 10 eV less in  the 
Cairn B geometry, whereas the same kind of argu- 
ment for the electrons suggests a factor of 3 to 5 
reduction in flux. 

We implemented these corrections by taking 
the radiation temperatures determined in the Cairn 
H geometry calculation, decreasing them by 10 eV, 
and forcing this temperature in the Cairn B 
geometry calculation. The electron flux was reduced 
by introducing “leaks” into the LASNEX calcula- 
tion, which removed part of the electron flux before 
it reached the capsule. The best agreement with ex- 
periment was obtained when only 25% of the 
original electron flux reached the capsule. 

We introduced the parylene can into the 
calculation as a spherical shell between the case and 
capsule. Although the shields were not physically 
put in the calculation, their effect on the x-ray and 
electron fluxes was. All the laser light was initially 
directed outward toward the radiation case. 

Calculational Modeling of Two-Dimensional 
Asymmetrics. The Cairn geometries are suspected of 
having some temperature asymmetries around the 
capsule. At present, the experimental evidence for 
this is far from complete. A crude method of in- 
cluding this effect in  one-dimensional calculations is 
to “dud” the center of the D-T fuel so that it doesn’t 
burn. This models an asymmetric shock wave that 
would produce lower central temperatures. The 
amount of fuel dudded is a measure of asymmetry: 
however, since these implosions tend to produce a 
temperature distribution peaked in the center of the 
fuel, any dudding has a significant effect on yield. 
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Fig. 5-24. Comparison of Cairn Mod H and B calculations with experimental results. The numbers above each calculational point refer 
to the fraction of fuel mass that is dudded (i.e., w t  allowed to bum) at the center of the capsule. 
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Calculational Results. Both models give 
neutron yields and pusher pAR's that are close to 
the experimental observations (Fig. 5-24). The ex- 
perimental data seem consistent with the lines of 
calculational results with increasing central fuel 
dudding, suggesting that the experimental data 
spread is Caused by different drive asymmetries on 
different experiments. 

These models suggest peak fuel densities of 4.0 
g/cm3 for the Cairn H implosions and 5.5 g/cm3 for 
the Cairn B implosions (Table 5-4). 

The calculations systematically give lower hard 
x-ray fluxes than those observed experimentally. 
The model presented in Fig. 5-24 gives a flux at 
5 0  keV of 5.8 X IOi4  keV/keV (compare with 

.. 

Table 5-1) for a normalized flux of 1.5 X 
IO--S(keV)-l (compare with Fig. 5-8). This is at the 
lower end of the values actually observed, although 
71% of the absorbed laser light went into suprather- 
mals in  the LASNEX calculation (with an average 
THO, = 30 to 40 keV). 

Both models (Cairn H and B) are sensitive to 
the number of suprathermals that cause preheat 
early in the implosion. In the Cairn H model 
(Fig. 5-25), the relative number of drive to preheat 
electrons (roughly those below and above 20 keV, 
respectively) is important. Decreasing the drive 
gives a constant flux of preheat electrons more time 
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Fig. 5-26. (I) Variation la calculated performaaee of Cairn Mod B Lnplosloar with dunges the assumed radiation tempomi profile. 
Teepcraturr profile curves & (b) am referenced by lcttm o w  each calculated r d t .  (b) Thm temperature profiles prescribed io 8 
Cairn Mod B implosion a i d a t h a  with the results & o m  in (a). The nominal Cairn H caiclllation gives curve A. Cuwe C wm used in 
the nominal Cairn Mod B cddat ioo .  Curve B &om thc effect of a broader, flatter profile. Tk difference in peak temperature bthmn 
curves A and C is kss than tbe experimental error. 

to act, which is roughly equivalent to increasing the 
preheat at constant drive. The Cairn B implosions, 
on the other hand, are radiation-driven, so decreas- 
ing the suprathermals affects only the preheat. Less 
preheat means improved performance (Fig. 5-25). 

We used the LASNEX-derived radiation- 
temperature-vs-time profile for the calculations. Ex- 
perimental data on the time-dependence of the 
radiation temperature are very sparse. While the 
peak temperatures in these calculations (180 to 
185eV) are roughly consistent with the peak ob- 
served temperatures (168 to 177 eV with f l5-eV 
error bars); the actual profile seen by the capsule 
can substantially influence the calculational results, 
as can variations within the experimental error bars 
(Fig. 5-26). 

Extension of Modeling to Other Capsules and 
Geometries. The agreement between the model of 
the Cairn H implosion and the experimental results 
was, to some extent, foreordained since the model 
was varied until agreement was reached. The agree- 
ment between the Cairn B model and the ex- 
perimental results is less suspect in this regard 
because the Cairn B model was largely determined 
by the Cairn H model. 

Two good checks of the whole procedure are 
(1) to calculate new capsules in the same geometry 
and (2) to calculate the same capsule in other, 
related geometries. The 140 X 5 + 50 CH capsule, 
which was imploded in both the Cairn H and B 
geometries, provides the first kind of check. The 
Cairn I and J geometries (Fig. 5-6). which are inter- 
mediate between the Cairn H and B geometries, 
provide the second kind of check. 

The calculation of the 140 X 5 + 50 CH cap- 
sule gave yields about a factor of four higher than 
those observed (Fig. 5-27), suggesting that the im- 
plosions for this capsule were either substantially 
more asymmetric than those for the 140 X 5 + 15 
CF capsule or that the model is not universal. The 
140 X 5 + 50 CH capsule is considerably larger than 
the 140 X 5 + 15 CF capsule; it is also large with 
respect to the shields and parylene can (Fig. 5-28). 
Thus, one might expect a more severely perturbed 
implosion with this larger capsule. 
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The one experimental measurement of the The calculation of  the Cairn J implosion differs 
Cairn I implosion is in good agreement with the considerably from the experimental results (Fig. 
calculations. This geometry was modeled by in- 5-27), being a factor of three too high in  yield and a 
cluding the parylene shell in a Cairn H calculation, factor of two too high in  pAR. This geometry was 
with all of the laser energy directed outward to modeled by removing the parylene shell and ill- 

simulate the exclusion of laser light from the region troducing an inward-directed laser into the Cairn B 
between the parylene can and the hohlraum wall. I f  calculation. The experimental data for the two 
this assumption is introduced into a Cairn H Cairn J implosions was of poor quality. The pAR 
calculation with no change in laser deposition, the values were particularly low, being only a factor of 
calculated yield will be a factor of two too high four  above the initial pAR prior to implosion, and i t  
(Fig. 5-27). is not clear that the data are reliable enough to con- 

stitute a good check of the calculational model. 
Overall, this modeling approach predicts den- 

sities of 3 to 6 g/cm3 for these implosions (Table 
5-5). I t  does fairly well at predicting pAR's (using 

r .  

,- 5% dudded 

4 
LL 
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Table 5-5. Extension of LASNEX d e l  for Cairn B and H t8rgets to other geometries. 

- 
Peak Density 

Pusher‘ Fuela fuel It peak 
burn, 

demi?? g/cm3 model yield g / a  g/cm g/cm 
Target Neutron PAR$ P k 2  

I 5.8 x 107 0.0 I30 0.0028 4.4 (19X) 3. I 
J 8.6 X lo7 0.0078 0.0018 3.6 117X) 1.8 

140 x 5 3.3 x 107 0.0136 0.0029 6.2 (3OX) 4.5 
+ 50CH 
in B model 

Fg. 5-28. Comparison of a 140 X 5 + 15 CF capsule and a 
140 X 5 + 50 CH capsule in a Cairn Mod B geometry. The 
CH apsule’r larger dmmeter may result h larger tem- 
perature uymmetries. 

140 X 5 + 15 CF 
140 X 5 +50 CH 

slightly dudded calculations) and gets the yields 
within a Factor of four. 

Summary 

Figure 5-29 provides a look at the data ac- 
cumulated by various techniques for all target 
studies performed at Shiva during 1978-1979. Such 
model uncertainties as pusher-fuel mixing near 
burn time may introduce a factor-of-two systematic 
interpretation error. The data plotted are a best es- 
timate of D-T fuel density at burn time. 

Figure 5-29 reveals that the targets of each 
design irradiated by the Shiva facility cluster in 
density- vs- n e u  t ro n-y ield space. Lo w-dens it y 
“Hyperion” exploding-pusher targets achieved ion 
temperatures in the range of two to four keV and, 
therefore, yield near loio. Bare Teflon-coated 

microspheres and Cairn H targets reached D-T den- 
sities of about two to four grams per cubic cen- 
timeter and ion temperatures of just over one 
kiloelectron volt so that about l e  D-T neutrons 
were produced. Finally, Cairn B targets achieved 
densities of 6 to 10 g/cm3 at ion temperatures of 
about 500eV. The several Cairn designs are well 
separated in this plot. Table 5-6 summarizes their 
average performances. 

The same data are replotted in Fig. 5-30 to dis- 
play the variation of fuel pr with ion temperature. 
Here higher fuel areal density has been achieved at 
the expense of ion temperature and D-T burn ef- 
ficiency (defined as the fraction of D-T fuel con- 
sumed during the burn). Target designs tested dur- 
ing 1979 challenged our measurement capabilities. 
Operating regimes often maximized both x-ray 
drive and preheat, causing severe interpretation dif- 
ficulties. Neutron yields for the Cairn B design were 
marginal for reliable pusher p,AR measurements; 
however, all the data indicate that Cairn B achieved 
30 to 50 times liquid D-T density. 
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Cairn Scaling Study- 
the Experiments 

Introduction 

Since October 1979, we have been engaged in a 
series of experiments to characterize the physics of 
empty Cairn hohlraums. The series was motivated 
by two needs: (1) to provide data to normalize the 
hydrodynamics codes modeling hohlraum 
phenomena and (2) to provide scaling data a p  
plicable to the design of Nova targets. The experi- 
ments have been performed on the Shiva laser 
facility as part of our study of drive and preheat in 
radiationdriven targets. 
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Background 

Our main approach to producing high-density 
compression of D-T fuel is through radiation-driven 
implosions. The inertial-confinement fusion (ICF) 
target for these implosions consists of a fuel-filled 
microsphere enclosed in  a cylindrical gold 
hohlraum, at each end of which is a laser entrance 
hole. Laser energy is directed into both ends of the 
cylinder, heating the gold and causing it to emit 
thermal x rays (TR x 100 to 200 eV) that act as the 
drive for the capsule implosion. This radiation drive 
is calculated to be almost isotropic and uniform 
enough to avoid exacerbating fluid instabilities. 

Attainment of the hohlraum temperatures re- 
quired for implosion has, unfortunately, been ac- 
companied by a great increase in “hot” electron 
preheat. The enclosed geometry of our target has 
resulted in STE production rates far exceeding that 
observed when the same amount of laser energy is 
used to irradiate a disk target (discussed in the 
preceding article). STE production rates depend on 
a number of processes. At present, the following are 
thought to be the principal phenomena: 

STE production by resonance absorption. 
Laser beams irradiate the inner surface of the 
hohlraum, and suprathermal electrons are created 
at the critical density layer.2’ Refraction of the laser 
beams by underdense plasma filling the hohlraum 
may lead to higher intensities on the surface than 
might be the case in an empty cylinder. The result is 
enhanced resonance absorption and high STE 
production. 

Laser-beam $lamentation. This process also 
depends on an underdense plasma filling the 
hohlraum. A local increase in laser intensity results 
in a local reduction in plasma density.28 The local 
index of refraction is thereby changed in such as 
way as to further increase laser intensity. This 
process can result in very energetic electrons and in 
intensities as high as IO” W/cm*. 

Damping of plasma waves from plasma 
instabilities. Stimulated Raman s ~ a t t e r i n 9 ~  (light 
wave converts into an electron plasma wave and 
light wave at lower frequency) and two-plasmon 
decay30 (light wave converts into two electron 
plasma waves) give rise to high-phase-velocity elec- 
tron plasma waves. Landau damping of these waves 
results in the production of very-high-energy clec- 
trons. These processes occur at plasma densities of 
1/4 N,, or less, making them likely candidates in the 

plasma filling a hohlraum. Strong emission of 
Raman-scattered light has been observed from 
hohlraums irradiated at both the Shiva and Argus 
laser facilities. 

The relative contribution of each of the above 
processes in any hohlraum experiment is critically 
dependent on the plasma density distribution. If this 
distribution were known precisely, the prediction of 
STE production could be accurate. Unfortunately, 
measurement of the microscopic plasma structure in 
the hohlraum is difficult and has not yet been 
carried out. However, we have designed experi- 
ments to examine the macroscopic characteristics of 
suprathermal electrons in hohlraums and to com- 
pare them to the macroscopic predictions of theory. 
In addition, we intend to use the scaling results of 
these experiments to infer the preheat level of 
targets proposed for Shiva and Nova. 

The input quantities for the experiments dis- 
cussed here are the geometry and material of the 
hohlraum and the characteristics of the laser pulse 
(energy, duration), while the primary output quan- 
tities to be measured are related to the suprathermal 
electrons. However, we have also completed a study 
relating laser light absorption and thermal x-ray 
drive to the above input parameters. Since most 
suprathermal electrons do not leave the hohlraum, 
their characteristics cannot be measured directly; 
therefore, we have elected to measure the charac- 
teristics of the Bremsstrahlung x rays produced by 
these electrons. These x rays are produced primarily 
by collisions of the electrons with ions in the walls 
of the hohlraum. X rays having photon energies 
greater than or equal to 50 keV pass through the 20- 
pm-thick gold hohlraum walls without much at- 
tenuation. Diagnostics are implemented to record 
the spatial, spectral, and temporal charactiristics of 
these x rays. 

We can also look for the signature of nonlinear 
plasma processes such as Raman scattering. In- 
frared detectors to check for scattered light about 
the Raman wavelength (A = 2.12 pm) can be easily 
set up (see “Experimental Details”). 
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:.Fig. 5-71. Hohlraum character&tics of Cairn targets 
- irradiated by the Shiv. luer system. 

I 

Experimental Details 

Figure 5-7 1 summarizes the characteristics of 
the hohlraums used in the experiments. Most were 
standard Cairn hohlraums, which have a length/ 
diameter ratio of 1.6 and a laser-entrance- 
hole/hohlraum-diameter ratio of 0.5. As shown in 
Fig. 5-71, hohlraums with scale factors of two to 
five were used. The basic Cairn hohlraum (1.0 fac- 
tor) is 800pm in length and 500pm in diameter, 
with a 250-pm-diam laser-entrance hole. The 
hohlraums are fabricated from 20-pm-thick gold. 
On the cylindrical surface of each hohlraum is a 
300- to 400-pm-diam diagnostic hole to measure the 
thermal x-ray spectrum within. To investigate the 
effects of aspect ratio (length/diameter), we used 
the 5/8-to-3.0- and 5/8-to-4.0-scale hohlraums. The 

motivation for using a unity-aspect-ratio hohlraum 
will be described later in the paragraphs on target 
alignment. 

The Shiva laser system was used to irradiate 
these Cairn hohlraums. There were two sets of ex- 
periments at different pulse lengths. The first set 
utilized a 2-11s pulse, formed by stacking two 1-ns 
pulses at the output of the Shiva oscillator, and 
energies of 0.5 to 6 kJ. Figure 5-72 illustrates the 
temporal shape of a typical pulse at the output of 
the amplifier chain. For the second set of experi- 
ments, a simple Gaussian pulse with a FWHM of 
600 ps was employed. Incident and reflected-beam 
calorimeters measured the light reaching the target 
for each beam and the light scattered back through 
each target irradiation lens. 

An extensive set of diagnostics was positioned 
on the Shiva target chamber for both sets of experi- 
ments. Arrays of scattered-light photodiodes and 
calorimeters were located at various positions on 
the chamber to record the scattered 1.06-pm light '! 
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Fig. 5.73. Diagram of a typical Raman d&to 
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distribution. This distribution, along with the laser- 
system calorimetry, was employed to calculate 
target absorption, and an LLNL ultrafast optical 
streak camera was used to record the temporal 
shape of the incident laser pulse. For the second set 
of experiments, we used an indium arsenide infrared 
detector and a set of bandpass interference filters to 
record the emission of Raman scattered light (in the 
1.6-to-2.2-pm wavelength range). A diagram of a 
typical Raman detector unit is shown in Fig. 5-73. 
Three x-ray spectrometers measured the spectrum 
of the x-ray emission. The filter-fluorescer spectro- 
meter3' used the four channels described in Table 
5-14 to obtain an x-ray spectrum between 20- and 

. 80-keV photon energy. A background channel was 
used to monitor noise interference from ekC- 
tromagnetic pickup and high-energy x rays of a few 
hundred keV energy, which could penetrate the lead 
shielding surrounding the detectors. The low-energy 
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x-ray emission was measured by the Dante32 and 
Mirror Dante x-ray spectrometers. Table 5-15 in- 
dicates the energy coverage for each of the K-edge- 
filtered x-ray diode channels in the two systems. The 
Dante spectrometers have their x-ray diodide detec- 
tors connected to fast oscilloscopes and transient 
digitizers, which allows these instruments to obtain 
time-resolved as well as time-integrated spectra. 

The temporal history of the high-energy x-ray 
emission (-60 keV) was measured with a 
microchannel plate detector located behind the 80- 
keV filter-fluorescer channel, the LLNL x-ray 
streak camera3' with a multichannel K-edge filter 
pack, and an S-1 optical streak camera modified to 
observe both scattered laser light and x rays of 
photon energies greater than 30 keV simul- 
taneously. The double observation is accomplished 
by placing a sheet of lead over a portion of the op- 
tical streak-camera slit. This optical/x-ray 
diagnostic was available only for the 600-ps laser- 
pulse experiments and was sensitive to only the 
brightest x-ray flashes. Table 5-16 shows the filter 

channels and energy coverage for the LLNL x-ray 
streak camera. These diagnostics will be discussed 
further in 'X-ray Temporal Measurements." 

Figures 5-74(a) and 5-74(b) show the beam 
alignment into standard and modified Cairn 
hohlraums, respectively. The Shiva laser34 has two 
clusters of 10 beams. Each cluster has five inner 
beams inclined at 9.7" to the chamber axis and five 
outer beams inclined at 17.6" to the chamber axis. 
Each beam has an f/6 lens to focus the laser pulses 
at the center of the target chamber. The azimuthal 
separation between each inner and adjacent outer 
beam in the cluster is 36". Both figures show a cross 
section of the target and the positions of one inner 
and one outer beam in each cluster. Because of the 
fivefold symmetry of each cluster, the diagrams 
show the positioning for all the other beams. 

The standard Cairn alignment in Fig. 5-74(a) 
indicates that the inner beams irradiate the end cap 
of the hohlraum and that the outer beams primarily 
irradiate the lateral surface of the hohlraum. As 
plasma blows out from the lateral surface, however, 
refraction of the outer beams can occur, causing 
them to also irradiate the end cap and produce a 
much higher intensity than planned. The highest in- 
cident intensities for a 2.0-E Cairn irradiated with a 
6-kJ/2-ns pulse are, ignoring refractive effects, ap- 
proximately 2.5 X lOI4 W/cm2. Peak intensities for 
the larger hohlraums are about 4.5 X 10'3 W/cm2. 
For an 8 - k J / W p s  pulse, on the other hand, peak 
intensities in a 2.0-E hohlraum are about IOl5  
W/cm2. 

In  the modified-Cairn alignment scheme, Fig. 
5-74(b), all beams are positioned to irradiate the end 
caps of the hohlraum. This arrangement tries to 
avoid refraction of beams in the plasma evolving 
from the hohlraum's lateral surface, as described in 
the previous paragraph. For the 5/8-3.0-scaIe B 



Inner 
beam 

Outer 
beam 

hohlraum irradiated by an 8-kJ/600-ps laser pulse, 
the maximum incident laser intensity on the end 
caps is 8.7 X 1014 W/cm2; for the 5/8-4.0-scale 
hohlraum, the maximum intensity is 5 X lOI4 
W/cm*. 

Experimental Results 

The experiments were carried out in two 
sequences: one set of 2-11s irradiations (22 target 
shots) followed by one set of 600.p~ irradiations (12 
target shots). Table 5-17 lists all the shots and the 
principal parameters, including the shot number, 
the target type and identification number, the 
energy and duration (FWHM) of the laser pulse, the 
fraction of laser energy absorbed, the effective 
blackbody radiation temperature (TR) in electron 
volts, and the high-energy x-ray flux (keV/keV) at 
50 (I,) and 80 keV (180). Two numbers are shown 
under “absorption fraction” for each entry; the up- 
per number corresponds to data obtained from the 
scattered-light photodiodes, and the lower number 

corresponds to data obtained from the LC-21 scat- 
tered light calorimeters. The target description con- 
tains three items of information. For example, 2.0 
E-1 indicates that the target is a standard 2.0-scale 
Cairn, that it is empty, and that it has one 
diagnostic hole. 

Absorption Measurements. In the irradiation of 
hohlraums by the 2-11s laser pulses, the underdense 
plasma has more time to fill the hohlraum before 
peak laser intensity, as compared to an irradiation 
by a 600-ps pulse. Hence, the 2-11s absorption 
measurements provide a “worst case” or “lower 
limit” on absorption for this experimental sequence. 
The results of the measurements are shown in Fig. 
5-75. The absorption fractions clearly indicate no 
degradation of absorption due to Brillouin scatter- 
ing. For the smaller hohlraums, measurements were 
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Table 5-17. Continued. 

Luer 
P u b .  Absorption 1501 ‘809 

fraction, % TR. eV keV/keV keV,keV Comments Shot No. Cairn target w / 2  os 

80031406 236 6.1310.6 143 4.77 x 4.29 x NO absorption 
5184.0 (E-1) data 

2.0 E-1 60 

80 

80031704 239 7.8610.6 80 174 1.16 x 1015 837  x 1 0 1 ~  

147 4.63 x 1014 1.88 x 1014 

173 9.92 X 1014 598 X 1014 

00 
I 

-1 
0 

made at several .energies ranging from one to six 
kilojoules. For all irradiation geometries and 
hohlraum sizes, these targets absorbed (80% f 10%) 
of the incident laser energy. The range of values on 
each measurement is the difference between the 
value obtained from the scattered-light photodiodes 
(upper) and that obtained from the scattered-light 
LC-2 I laser calorimeters (lower). An average ab- 
sorption of 80% has been typical of all Cairn targets 
irradiated by Shiva. 

Thermal X-ray Measurements. Using the Dante 
and Mirror Dante low-energy x-ray spectrometers, 
we have made measurements to determine how the 
thermal x-ray drive scales with the three macro- 
scopic parameters: laser energy, laser pulse width, 

and hohlraum size. The thermal x-ray drive, I,, is 
related to the blackbody radiation temperature, TR, 
by the equation 

IR = oT$ (2) 

where u is the Stefan-Boltzmann constant. The 
Dante instruments measured the thermal x-ray 
spectrum by looking into the hohlraum through a 
300- to 400-pm-diam hole drilled in the cylindrical 
surface. By equating the integral under the x-ray 
spectrum to the product of the hole area, laser pulse 
width, and UT$, we find the “equivalent” time- 
averaged radiation temperature TR. 

The choice of scaling parameter for I, is 
founded on previously reported theoretical con- 
s ide ra t ion~ .~~  The scaling parameter, 7 ,  in terms of 
laser energy (E), pulse width (T),  and hohlraum 
scale (S), is 

E 
(3) 

This parameter comes from an analyis of 
energy transfer in the material ablating away from 
the walls of the hohlraum. The laser energy is 

- E 
7 = s2 (#2 - 9 - 7 2  

. 
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hot electrons) on three macroscopic variables: inci- 
dent laser energy, laser pulse width, and hohlraum 
geometry (size and aspect ratio). There were two 
sets of experiments for the 2-11s laser pulses. Various 
hohlraum sizes and a constant laser energy of 6 kJ 
were used for the first set. The second set utilized 
laser energies from 0.5 kJ to 6 kJ and a single 
hohlraum size (2.0-E Cairn). These two sets allowed 
us to examine the effects of energy and size in- 
dividually. Measured spectra are shown in Figs. 
5-78(a) and 5-78(b). 

Three interesting features are evident from the 
spectra. First, the spectral intensity levels vary more 
strongly with scale size than with energy. Second, 
most of the spectra have a local peak at a photon 
energy of about 70 keV. This is probably caused by 
K-line emission from the gold. Third, there is 
evidence in  Fig. 5-78(b) that the production of hot 
electrons is a “volume-dependent,” rather than 
surface-dependent, process. 

We carried out two sets of irradiation experi- 
ments with an incident energy of 3 kJ. In the first, a 
2.0-E hohlraum was irradiated with Shiva’s “inner” 
beams only; the second set of shots used only the 
“outer” beams. The first-bounce laser intensity on 

the hohlraum surface was I < 3 X lOI4  W/cm* for 
the first set and I d 4 X I O i 3  W/cm2 for the second. 
Although the intensities differed by a factor of 
seven, the two spectra shown in Fig. 5-78(b) show 
no difference in shape or level, leading us to con- 
clude that hot-electron production is strongly 
dependent on processes occuring within the volume 
of the hohlraum and not exclusively on its surface. 
The data only indicate the overall effect of the 
processes. We cannot determine how much of the 
hot-electron production was due to stimulated 
processes such as Raman instability and how much 
was due to enhanced resonance absorption as a 
result of beam refraction and intensification as the 
light traversed the plasma filling the hohlraum. 
Delineation of the processes will necessitate 
“microscopic” local measurements of the hohlraum 
environment. 

From the x-ray spectra of Fig. 5-78, we have 
found a new scaling law. We did this by plotting the 
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Fig. 579. Dependence of x-my flux on ( 8 )  Incident energy 
and (b) hohlnum site at r - 2 ns. 

/ 50-keV channel 
Constant scale 
Slope = 3.1 f 0.2 

150 - E3 

BO-keV channel 
Constant energy 
Slope = -9.0 t 2.5 

- 

5@ and 80-keV x-ray flux as a function of laser 
energy (E) and hohlraum scale factor (S) on log-log 
graphs. The results for the 50-keV channel are 
shown in Figs. 5-79(0) and 5-79(b). At a constant 
value of S, the flux at 50 keV (150) scales as E3, and 
at LI constant value of E, the fluence scales roughly 
as S-9, This implies the scaling parameter is E/S3*1 
and 

!n addition to E and S, there are two other im- 
portant scaling parameters: the laser pulse width, T ,  

and ihe aspect ratio, L/D (Fig. 5-71). To investigate 
the effects of these two parameters, we took both 
standard (with scale factors of 2.0, 2.5, and 3.0) and 
modified Cairn hohlraums (5/8-3.0 and 5/8-4.0) 
and irradiated them with 8-kJ/600-ps laser pulses. 
The 5/8-3.0 Cairn has an equivalent scale factor of 
2.5, while the 5/8-4.0 Cairn has an equivalent scale 
factor of 3.4. The time-averaged, high-energy x-ray 
spectra had a shape similar to the spectra in Fig. 
5-78(b). I n  an attempt to isolate the effects of pulse 
width and aspect ratio, we plotted the 50- and 80- 
keV x-ray-flux components for both sets of experi- 
ments (2 ns, 600 ps) versus E/S3. The results for the 
50- and 80-keV components, respectively, are 
shown in Figs. 5-8qa) and 5-8qb). The data in- 
dicate that both the 2-ns and 600-ps experiments 
have x-ray-flux data that scale well with E/S3 and 
that there is no detectable dependence on the laser 
pulse width for the range between 600 ps and 2 ns. 
Since plasma density in the hohlraum must vary 
with time, this was a surprising result. The scaling 
relationships in Figs. 5-8qa) and 5-80(b) can be ex- 
pressed as 

'r, - 

and 

Note that the scaling relationships, Eq. (6) and (7), 
are used only to describe the data for the Shiva ex- 
periments in Table 5-17. Extrapolation of these 
relationships should not be used for target experi- 
ments with higher values of E/S3. The reason for 
such caution can be seen in the upper part of the 
data in Fig. 5-80(a), where the slope of the cluster of 

'. 
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"Flg. 5-81. Temporal profile of Mph-caergy x-hy hission 
.:'measured by x-ray streak amen.  Here the n o r m a l i i  

saprathem81 x-ray flux at 50 keV rcda as E/S3. 

r eHOT = 50 keV fHOT = 1.0 

0 Cairn E 2.0 ns 
0 Cairn E 0.6 ns 
A Cairn 6 0.6 ns 
0 Cairn 6 095 nr 
0 H Cairn E 0.1 ns 

would occur if all laser energy went into a distribu- 
tion of hot electrons having a Maxwellian distribu- 
tion with a temperature of 50 keV. Further experi- 
ments at longer pulse duration are needed to define 
the time dependence. The suprathermal electron 
fluxes produced by the modified Cairn hohlraums 
did not differ by more than a factor of two from 
those produced by the standard Cairn hohlraums 
for the same value of E/S3. On the average, their 
production was lower, but the scatter in the data is 
large. One reason for this may be that refraction of 
the laser beams by the hohlraum plasma is strong 
enough to smear out the distinct characteristics of 
the intensity distributions of different beam- 
alignment schemes. 

X-ray Temporal Measurements. The high- 
energy x-ray temporal data for the 2-ns experiments 
showed a definite time delay between the peak of 
the laser pulse and the peak flux of high-energy 
x rays. This is evidence that the underdense plasma 
filling the hohlraum plays a predominant role in 
hot-electron production. Temporal x-ray data for 
the 600-ps-pulse experiments, on the other hand, 
showed no time delay between the laser pulse and 

- 

production of high-energy x rays. One reason for 
this might be that the higher incident intensities 
resulting from the 8-kJ/600-ps laser pulses caused a 
higher plasma filling rate than the rate for 
hohlraums irradiated with 2-ns laser pulses. Con- 
versely, the portion of the hohlraum filled may have 
been small enough that hot electrons were produced 
predominately by resonance absorption at  the 
hohlraum surface. In this case, the suprathermal 
electron history follows the history of the incident 

Although the x-ray streak camera is not ab- 
solutely timed with respect to the incident laser 
pulse, it did show relative timing information imply- 
ing that hot-electron production depends on 
hohlraum filling.'Figure 5-82(a) shows the temporal 
history of the x-ray emission at  10- to 25-keV 
photon energy for 2.0-E hohlraums irradiated at  
energies of 4.2 to 5.7 kJ and a pulse width of 2 ns. In 
each waveform, there is an initial step increase in 
the flux that can be attributed to the production of 
hot electrons by the direct irradiation of the 
hohlraum surface by the laser pulse. This early stage 
of hot-electron production may be dominated by 
the resonance-absorption mechanism. After a delay 
of about 500 ps, there is a much larger high-energy 
x-ray flux. This flash of x rays can be attributed to 
the filling of the hohlraum by underdense plasma 
and subsequent hot electron production by 
volumetric processes (Raman, h,, or filamenta- 
tion). The ratio of the second to the first peak is a 
factor of 50. Figure 5-82(b). shows the incident 
energy dependence of the time delay between the 
first and second x-ray peaks. The time delay also in- 
creased with hohlraum size, as was shown with 
microchannel plate measurements (to be discussed 
below). 

The x-ray streak camera did not show this 
stepped structure for the 600-ps laser-pulse experi- 
ments. More information on this different behavior 
can be found in data collected by an optical/x-ray 
streak camera designed to look at scattered light 
and xrays of >30-keV photon energy simul- 
taneously. Half of the streak camera slit is covered 
with a sheet of lead that passes only high-energy 
x rays and blocks the scattered 1.06-prn light, which 
is thus incident only on the exposed half of the slit. 
Figure 5-83 shows the camera response due to the 
light and x-ray emission from a 2.0-E Cairn 
irradiated by a 6.4-kJ/600-ps laser pulse. Note that 

+,laser pulse. 
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the high-energy x rays peak before the laser pulse 
does, suggesting early filling of the hohlraum. Early 
hohlraum filling can result in  early STE production 
by two possible mechanisms. First, consider Raman 
instability, which i s  optimum at quarter-critical 
density. If  the hohlraum reaches quarter-critical 
density early in the laser pulse, maximum STE 

production by this process will also occur early. 
Then, as the hohlraum fills to higher densities, the 
Raman production rate drops to zero, with a 
corresponding decrease in the level of high-energy 
x rays. Second, the plasma filling the hohlraum can 
refract the laser beams to the degree that they no 
longer reach the critical density layer near the wall, 
causing STE production by resonance absorption to 
cease. Again, the suprathermal x-ray levels will 
decrease. 

In future long-pulse experiments (T. 2 2 ns), the 
optical/x-ray streak camera may provide the best 
information on hohlraum filling because there will 
be absolute timing between the laser pulse and the 
high energy x-ray emission. 

The final set of temporal measurements to be 
described utilized the capability of the transient 
digitizers on the Dante detectors and the micro- 
channel plate located behind the 80-keV channel of 
the filter fluorescer. 

Figure 5-84 shows how the microchannel plate 
is used to obtain high-energy x-ray temporal infor- 
mation. A photodiode that senses laser light from 
one of the 20 amplifier chains provides a fiducial 
signal from which to reference x-ray emission 
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Fig. H 4 .  Microdunnel plate mc8suremat of h w  x & .  A pbotOarode that w ~ e s  light from we of the 20 amplifier chains 
provides a fiducial sipd to reference x-ray emlssh d a t i v e  to the lucr pulse, snd x-rays passing through the K-edp  fiiter produce a 
rolt8ge at the output of tbc microchanad plate. Botb signals are then displayed w the Mme O . d h s c o p e  trace, a d  time delays from 
various experiments are compared by digdug the peaks of the photodiode lidodds. 

X ray - 
Osci I loscope 

relative to the laser pulse. X rays passing through 
the K-edge filter (-60 keV) produce a voltage pulse 
at the output of the microchannel plate. The two 
signals are displayed on a common oscilloscope 
trace. Time delays from different experiments are 
compared by aligning the peaks of the photodiode 
fiducials. Dante channels use the same fiducial 
photodiode. Dante traces from different channels 
are compared by superimposing all of the fiducial 
traces. 

The data obtained from these diagnostics 
demonstrated the effects of hohlraum size and inci- 
dent laser energy on the time variation of thermal 
and high-energy x rays. The temporal behavior of 
thermal and high-energy x-ray emission from a disk 
and hohlraum are compared in Fig. 5-85. The left 
plot shows the output of the 500-eV Dante channel 
for a 2.0-E Cairn hohlraum ( 0 )  and a gold disk (A) 
irradiated by 2-ns-long laser pulses. The disk 
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reaches peak thermal emission about 500 ps before 
the hohlraum because of the hohlraum’s higher 
“thermal mass”. On the right, the effects of 
hohlraum filling are evident. The peak of the 40- 
keV x-ray emission from the hohlraum is about 
300 ps later than the emission from the disk. Hot- 
electron production for the disk probably results 
from resonance absorption, whereas a volumetric 
process such as Raman instability may be the domi- 
nant source in the hohlraum. 

Figure 5-86 shows the effects of varying inci- 
dent laser energies on the temporal profile of x-ray 
emission from a 2.0-E Cairn. The hohlraum is 
irradiated by 2-11s pulses with energies of 3 kJ (curve 
A) and 6 kJ (curves B and C). The peak position for 
the thermal x-ray emission (left plot) and for the 
40-keV emission (right plot) both changed 
negligibly for this range of energies. While this is to 
be expected for the thermal x-ray emission, the con- 
clusions for the 40-keV x-ray emission are less clear. 
One speculative explanation might be that the 
plasma blowoff velocity reaches an “asymptotic” 
value, which is almost independent of laser inten- 
sity, at early times. The effects of hohlraum size are 



Fig. 585. Temporal profile of thermal and suprathermal x- 
ray clslluiw from 8 disk ( ) and a X k a l e  Calm E 
hohlraam ( ) lrndhted by 2-m pulses, Embrloll output of 
(a) u)(kV Dante channel (thmnd) and (b) &Lev Shlva 
channel (supratherd). 

Flg. 5.116 ’Tcmporrl profile of thermal ~d suprathermal x- 
ray emission from 2.o.rerlc C8lm-E hohlraumr h d h t e d  by 
ku p u b  wlth eneMes of 3 (A) md 6 W (B, C). Embsion 
output ot(8) 5OO-ev Dmte channel (thermal) and (b) &kcV 
shlva channel (supm.tberrml). 

much more pronounced on the time of peak x-ray 
emission than the effects of incident laser energy. In 
Fig. 5-87, the temporal profiles of the 500- and 40- 
keV x-ray emission are displayed for a 2.0-E Cairn 
hohlraum irradiated by a 6.0-kJ/2-ns pulse and for 
a 3.0-E Cairn irradiated by a 3.0-kJ/2-ns laser pulse. 
The left plot indicates that the peak of the 5-V x- 
ray emission for the 3.0-E Cairn ( 0 )  occurs 550 ps 
after the peak of the 2.0-E Cairn emission (A). 
Once again, this delay can be attributed to the larger 
size of the 3.0-E hohlraum and its larger “thermal 
mass”. The plot at right shows the effect of 
hohlraum size on the temporal profile of the 40-keV 
x-ray emission. There is a 300-ps delay of the peak 
emission from the 3.0-E hohlraum with respect to 
the peak emission of the 2.0-E hohlraum. This can 
be attributed to the longer time required by the 
3.0-E hohlraum to reach a plasma density at which 
plasma processes such as Raman or h, leading to 
hot-electron p r o d ~ c t i o n ~ ~  occur at significant rates. 

I I I I I I 1 

Raman Light Measurements. The Raman light 
detector36 described in “Experimental Details” was 
brought into operation toward the end of this study. 
However, the few measurements made with it in- 
dicate that Raman instability contributes in part to 
STE production. The experiments were all done 
with a laser pulse width .of 600ps. Data are pre- 
sented here for both empty hohlraums and hohl- 
raums with fuel-ball assemblies. Two modified 
Cairn hohlraums (one 5/8-3.0-E and one 5/8-4.0- 
E) irradiated at 8 kJ/600 ps produced Raman scat- 
tered light of peak spectral intensity 115 and 87 
Jlsr-pm, respectively, at a wavelength of 1.8 wn. 
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. Fig. 5-87. Twpoml profile of thermal and rU’dr;tkrarl x i  
m y  cmisdon from 2.0-E ( ) md 3.0-scalc ( ) Calm-E 
Lohlmums irradiated by kr9 pukes having respective energies 

d (thennd) and (b) &keV S i r a  c h a d  ( w p m t h d ) .  
, of 6.0 a d  3.0 W. Emission output Of ( 8 )  SOoIV Dante dun- 
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These data are illustrated in Fig. 5-88. The Raman 
instability works optimally at quarter-critical den- 
sity, which corresponds to a Raman light frequency 
of2.12 pm for I.06-pm light. The fact that the peak 
observed intensity occurred at 1.8 pm implies that 
the instability scattered incident laser light at den- 
sities below one-quarter critical. 

The Raman light levels measured from the 
modified Cairns were low compared to levels from 
hohlraums containing fuel-capsule assemblies 
irradiated during the same time period. We carried 
out several experiments with 2.0-scale standard 
hohlraums containing fuel balls mounted on a 
400A formvar sheet in the center plane of the 
hohlraum, positioning the 20 Shiva beams to 
irradiate this formvar sheet rather than the gold 
walls of the hohlraum. When irradiated, the sheet 
forms a low-Z underdense plasma that tills the 
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hohlraum. Because of its lower Z, the plasma 
probably reaches quarter-critical later than a gold 
plasma; thus, Raman instability occurs closer to 
peak laser power than it did in an empty hohlraum 
(see Fig. 5-82). This is one possible explanantion for 
the observed higher Raman light levels at 1.6 pm. 
Another explanation is that the fuel-capsule 
assembly may alter the shape of the Raman spec- 
trum, giving the higher levels. Future experiments 
with a Raman spectrograph are needed to answer 
thls question. As shown in Fig. 5-87, the levels of 
Raman light were between 400 and 600 J/sr-pm at a 
wavelength of 1.8 pm, and 200, 150, and 50 J/sr-pm 
at wavelengths of 1.6, 2.0, and 2.12 pm, respec- 
tively. This last wdvelength point corresponds to 
light that must have been scattered from electron 
plasma waves very near quarter-critical density. The 
data have shown that the Raman instability is 
operative in hohlraums and may, therefore, account 
for some of the suprathermal electrons. The Raman 
instability and its dynamics in hohlraums will be 
discussed in the “Cairn Hohlraum Scaling Study” 
that follows. 

-A 

Summary 

We have completed the first set of experiments 
to characterize the physics of empty hohlraums. 
There is strong evidence that the production of 
suprathermal electrons occurs, in part, in the under- 
dense plasma that fills the hohlraum. The two prin- 
cipal items of evidence are ( I )  the delay of 
suprathermal x rays with respect to the incident 
laser pulse for long pulses and (2) the measurement 
of large amounts of Raman scattered light. 
However, for the 600-ps laser-pulse experiments, 
the absence of a time delay between the high-energy 
x rays and the laser pulse indicates that processes 
occuring on the hohlraum surface (such as 
resonance absorption) are producing large numbers 
of suprathermal electrons. 

The relative contribution of each process was 
not discernible in these experiments since the latter 
were macroscopic in nature. Only a spatially- and 
time-resolved microscopic measurement of the 
plasma density distribution inside the hohlraum will 
indicate which processes are dominant at each point 
of space and time. Additional scaling experiments 
will also provide useful information. Sequences of 
Cairn irradiations at short (T = 200 ps FWHM) and 
long pulses (T Z 3 ns) will most likely reveal the 
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scaling of preheat levels on laser pulse width-a 
relationship that was not determined with the 600- 
ps-to-Zns range of pulse widths used in the experi- 
ments described here. The short-pulse experiments 
will yield data under conditions at  which resonance 
absorption probably predominates, while the long- 
pulse experiments will indicate STE production 
rates under conditions at which a significant plasma 
density exists in the hohlraum. Furthermore, the 
long-pulse experiments have pulse durations 
proposed for Nova targets and thus would provide 
crucial target design data. 
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Cairn Hohlraum Scaling 
Study-Analysis of 
Two-Nanosecond Experiments. 

In analyzing these experiments, we will argue 
that plasma phenomena occurring between one 
tenth and one quarter critical density have a 
dramatically increased effect in closed geometries, 
as compared to open geometries. The properties of 
these phenomena, including the Raman and 2uF in- 
stabilities. are important in explaining both the 
number and high energy of suprathermals in a laser- 
driven hohlraum. This view of the hotclcctron 
problem in hohlraums is used to arrive at scaling 
laws for the number of suprathermals as a function 
of laser energy. pulse length, wavelength, and 
hohlraum size. 
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The critical features of laser-driven hohlraums 
for inertial-confinement fusion (ICF) are laser ab- 
sorption, hole closure, the thermal x-ray fluxes or 
temperatures produced, hot-electron generation, 
and x-ray flux uniformity for capsule implosions. 
Over the past three years, we have had substantial 
success in achieving laser absorption of about 80% 
and in demonstrating that hole closure is a soluble 
problem for subnanosecond pulses. We have also 
been able to accurately predict hohlraum tem- 
peratures, using x-ray conversion efficiencies 
measured on disks. The major discrepancy between 
an open disk and a closed geometry has been the 
number and energy or temperature of the hot elec- 
trons. 

The experiments at 2 ns have allowed us to ex- 
tend the data to the longer-pulse, lower-intensity 
regime in which Nova targets will operate. They 
also provide the first systematic data on hot- 
electron variation as a function of energy and 
hohlraum size. 

Measured thermal x-ray temperatures for the 
2-11s experiments are consistent with Marshak wave- 
scaling (Fig. 5-89) using x-ray conversion efficien- 
cies measured on disks and imply an x-ray conver- 
sion efficiency proportional to intensity 1-(0.15-O.20). 

The dashed lines in Fig. 5-89 show hohlraum 
radiation temperature as a function of the Marshak 
scaling parameter X = E / A ~ / *  for constant con- 
version efficiencies of one- and two-thirds. Here E is 
the laser energy absorbed in kilojoules, A is the wall 
area of the hohlraum in square centimetres, and T is 
the laser pulse in nanoseconds, following the 
analysis of M. R ~ s e n . ~ '  The data clearly cut be- 
tween these two curves. The points below X = l are 
experiments for which the first-bounce intensity in- 
side the hohlraum is 3 to 5 X 1013 W/cm*. At these 





0 Results from kinetic 
simulations (numbers 
indicate fraction of 
incident beam deposited 

Plasma m w  number 

ko Incident wave number 

wheie a = k,/k, and is the ratio of the wave num- 
ber of the plasma wave to that of the incident 
electromagnetic wave. a2/(cu-l) is plotted in Fig. 
5-91(a). I,, is the laser intensity in units of loi6 
W/cm2. Because of the large dimension of under- 
dense plasma, the number of spatial growth lengths 
for Raman can start to become significant even at 
very low densities. For example, at n/n, = 0.1 and 
I = lOI5 W/cm2 for L = 2 0 0 0 ~ .  QR - 5.5. How- 
ever, as seen in Fig. 5-91(b) from Estabr~ok,’~ only 
about 6% of the light involved in the Raman in- 
stability at n/n, - 0.1 ends up in the plasma. 
Further, the THOT of this energy is fairly low. THO, 
from Raman sidescatter could be up to a factor of 
\/r larger. However, the situation changes 
qualitatively near n/nc = 0.25. There a is approx- 
imately equal to 1, and the instability becomes ab- 
solute. The growth length can be estimated by C = 
cy, where c is the speed of light and y = KcV05/4 is 
the growth rate for Raman. This gives C - 20p to 
SOP. If this number were off by an order of 
magnitude, Raman would still have a large effect if 
a substantial volume of the hohlraum fills to quarter 
critical. Further, half the energy of the incident light 
ends up in the plasma as high-energy electrons with 

a temperature of 40 to 100 keV (Fig. 5-91(b))-a 
temperature that is dependent only on the kinetic 
wave matching conditions. This would be seen in 
the hohlraums as a marked increase in the number 
and energy of hot electrons when a large fraction of 
the volume reached quarter critical. 

The h, instability, decay of the incident elec- 
tromagnetic wave into two plasma waves, occurs for 
0.2 pc < p < 0.3 pc This instability has a very large 
growth rate and produces very energetic electrons, 
with spectra comparable to or hotter than that of 
Raman near quarter critical. It does not produce a 
large number of superthermals in open geometries 
because it is easily saturated by steepening of the 
density profile near quarter critical, thus  removing 
the area of instability. But in  a closed geometry, 
with a large volume near quarter critical, it can be 
an effective mechanism for generating electrons. 

Laser-beam filamentation is another 
mechanism for producing very energetic electrons. 
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It starts with either an intensity fluctuation on the 
laser beam or a density fluctuation in the plasma. If 
local intensity increases, the increased light pressure 
expels plasma from that region, causing a local in- 
crease in the index of refraction. This, in turn, 
causes an intensificition of the local light max- 
imum. 

The number of spatial growth lengths Qr for 
this instability is given by 

QF = 4(&) ( I ~ d r , )  L (4 A W  . (9) 

This Factor can be quite large in typical hohlraum 
situations. I f  we take I = 5 X loi4 W/cm2, n /nc  = 
0.2, T, = 4 keV, and L = 2000 F, the Qr = 20. What 
happens here is that the beam filaments to high in- 
tensity (much higher than the incident intensity) and 

then travels through the hohlraum in the filamented 
state unt i l  i t  hits a critical density surface. 
Resonance absorption at the critical surface then 
produces more-energetic electrons than would have 
been expected because of the large intensification. 
Zone-plate images of the high-energy x rays do not 
show evidence of the high-contrast regions of emis- 
sion that would be the signature of this process. In 
fact, enclosed geometries with high levels of 
suprathermal electrons show less constrast in high- 
energy x-ray emission lhan geometries with reduced 
levels of hot electrons. 

Finally, if the hohlraum fills above critical den- 
sity, the laser light is absorbed closer to the beam 
focus and the effective intensity increases. Since we 
do not measure density inside a'hohlraum, this ef- 
fect cannot be ruled out entirely; however, 
LASNEX calculations predict a density much less 
than critical. Also, the experiments show no 
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evidence of closure, such as reduced absorption for 
longer pulses. 

We will concentrate on quarter-critical 
phenomena because they fit the qualitative features 
of the observed hohlraum hot-electron production. 
Theoretically, they have a dramatic onset near 
quarter-critical density. Also, LASNEX calcula- 
tions predict that most of the hohlraums, although 
they do not reach critical density during the pulse, 
will reach quarter-critical density, 

Although LASNEX does not yet model the 
plasma instabilities that occur at or near quarter- 
critical density, we c a n  run a calculation until the 
channel fills to that density, using the energy 
remaining in the laser pulse at that time as a 
measure of the amount of energy that could be 
turned into hot electrons. Figure 5-92 shows the 
results of a two-dimensional LASNEX calculation 
for a scale-three hohlraum with 6 kJ incident energy 
in 2 ns. Figure 5-92(a) shows the LASNEX mesh in 
one-quarter of the cylindrical hohlraum, 100 ps 

before the peak of the pulse, and Fig. 5-92(b) shows 
the mesh with typical light-ray trajectories superim- 
posed. The outer beams, which were focused onto 
the walls of the hohlraum, have an incident angle of 
68' or more and a turning point at 0.14 n, or less. 
Hence, there is almost no absorption on the 
hohlraum walls. The rays refract until they hit the 
end caps, where all of the absorption occurs. 
Because the Shiva beams are necessarily incident at 
a shallow angle in all Cairn geometries, absorption 
must occur on the end caps. Hence, the incident in- 
tensity is much larger than one gets from a mere 
projection onto the walls, and refraction effects 
start occurring at n/n,  - 0.1 or less. 

Figure 5-92(c) shows the Oi2 and 0.25 p c  con- 
tours 100 ps before the peak of the pulse. Very little 
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of the channel volume has filled to this density. 
Critical density is very near the original case-wall 
location. By 600ps after the peak of the pulse, 
however, most of the total channel volume is near 
1 /4 p i  see Fig. 5-92(d). 

from one-dimensional cylindrical calculations. 
Figure 5-93 shows the radius versus time history of 
the p = po p = 0.25 p c  and 0.1 p c  surfaces. At about 
the peak of the pulse, a second p = 0.25 pc surface 
starts outward from the axis as the blowoff 
stagnates and accumulates. Between 300 and 600 ps 
after the peak of the pulse, all of the incident beam 
energy would intersect large volumes of plasma near 
quarter-critical densjty. The timing is very near that 
of the twodimensional problem. 

To determine the number of suprathermal elec- 
trons in the various hohlraums, we make a number 
of assumptions that will necessarily make the 
answer crude. First, since all of the spectra are 
qualitatively similar in shape, although their am- 
plitudes vary by more than three orders of 
magnitude, we assume that the temperature of the 
hot electrons is the Same in all cases. Second, we 
assume that the spectrum of the superthermal tail is 

One obtains nearly the same 1/4 pcclosing time " 

- -  . 

approximated by a Maxwellian distribution and 
that the number of hot electrons can be inferred by 
assuming that the x rays we measure are produced 
by thick target bremsstrahlung from this electron 
spectrum. Then, we can use the formula 

'(1 0)  

utilizing the 4~ x-ray fluence at the hot-electron 
temperature. We only have three experimental 
points on the spectrum: 47 to 54 keV, 61 to 69 keV, 
and 80 to 88 key. The point from 61 to 69 keV has 
gold fluorescence lines in it and must be discounted 
in determining a temperature from the x-ray slope, 
leaving little information from which to infer a tem- 
perature. We expect a temperature of 40 to 100 keV 
from the Raman instability, near p = 1/4 pcand we ' 

have used the level of the 47-to-54-keV channel to 
infer a fraction of energy in hot electrons. A slope 
through the 47-to-54-keV channel and the 8O-to-88- 
keV channel gives a temperature of 20 to 30 keV for 
most of the 2-11s spectra. If the temperature is lower 
than 50 keV, the number of hot electrons will be 
higher than had been inferred from the 50-keV 
point. Using this procedure, Fig: 5-94 gives the in- 
ferred fraction of the laser energy in hot electrons, 
fhob for each hohiraum versus the fraction of energy 
left in the laser pulse f R  at the LASNEX-calculated 
1/4 pc closing time. The ordering of data points in 
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Fig. 5-94 is consistent with the model discussed 
here. The error bars on the fR represent the dif- 
ference in energy determined between the time the 
1/4 pc surface has filled to one-third and one-half of 
the radius in the one-dimensional calculations. 

We have obtained data from the high-energy, 
x-ray streak camera to support the hohlraum filling 
closing hypothesis. On most shofs, the streak 
camera viewed the hohlraum through a laser en- 
trance hole. The lower energy channels and an un- 
filtered channel could view the early onset of low- 
energy x rays, while the silver channel, which was 
sensitive to x rays mainly above 25 keV, showed a 
delayed response. The time delay between the half 
heights of the low energy x-ray signal and the silver 
channel versus incident laser energy for the scale- 
two series is plotted in Fig. 5-95. Also plotted are 
the delays between the half height of the laser pulse 
and the 1/4 pc closing for onedimensional 
LASNEX calculations. The agreement is excellent 
and shows a time delay T - E"'. We did not obtain 
data for all of the scale-three series, but LASNEX 
calculations show a similar scaling as a function of 
incident energy. One can also keep the energy con- 
stant, but vary hohlraum size. Figure 5-96 plots the 
LASNEX delay times versus hohlraum scale size, 
showing that ~ 1 / 4  - S2*' .  This gives a scaling of 7114 - (S2/E'12). 

One can obtain a similar scaling for an isother- 
mal blowoff. Below critical density, the laser heats 
the blowoff to near isothermal conditions. The time 
required for sufficient material to accumulate to 
reach 1/4n, scales as ~ 1 1 4  - S/V,, where Vs is the 
isothermal sound velocity. If V, - (Z Te)ll2 and Z - 
(T)'12, then Vs - T3/'. If the temperature is deter- 
mined by the electron flux limit, then 

I - %eve - keY2 - (l/~~)e3'~ , (1 1) 

and 

where T L  is the laser pulse length. For closure times 
at. the peak of the pulse or later, the fraction of 
energy left in the laser pulse is proportional to 
the error function and scales approximately as 

_ - -  
- 
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EXP(-r:,4/r3. Figure 5-97(a) is a semilog plot of 
fhot versus S4/E for the various 2-ns experiments. 
The data are not convincing enough to choose be- 
tween an S4/E and an S3/E scaling, as shown in Fig. 

The above argument also has fhot scaling as 
I / T L  and 1/X2. In other words, more energy can be 
put into a hohlraum with a given level of hot elec- 
trons, at either shorter wavelength or shorter pulse 
length. We should be able to test the shorter- 
wavelength hypothesis on Argus at 0.53 gm at the 
current level of 35 J. Pulse-length scaling is more 
complicated. Although shorter pulses would result 
in less filling, the intensities are increased and the in- 
herent geometric focusing of a hohlraum provides 
further intensification. Longer-pulse operations us- 
ing one of the hohlraums with relatively low levels 
of superthermal electrons, such as a scale-three or 
-four hohlraum at 6 kJ would probably provide a 
better test of pulse-length scaling. In Fig. 5-97, we 
have placed points for the half-Cairn experiments 
on Argus at 600 ps and 800 J, scaled as S3/Et and 
S4/Et. Although they seem to fit reasonably well on 
the curves, more data are needed. Also, until more- 
direct evidence of certain key quantities such as 
hohlraum density, hot-electron temperature and 
hot-electron number are obtained, we must rely on 
tenuous inference. Settling this hot-electron scaling 
issue is important because of its implication for 
future laser systems. The hohlraum radiation tem- 
perature scales as (E/S26d1’3. If the hot-electron 
fraction scales more rapidly with size, energy, and 
pulse length than this, one can increase the driving 
temperature for a given fhot as the size of the 
hohlraum increases. AISO, if  fhot scales as 1/x2, 
shorter wavelengths also reduce fhot  at a given size 
and radiation temperature. So far, the data are 
incomplete, but they bode well for Nova with a 
green-light conversion capability and for short- 
wavelength reactor drivers. 

5-97(b). 
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Investigations of ICF Target 
Physics: Preheat, Shock, and TR 
ScaIing Experiments with 
Half-Cairn Hohlraums 

Introduction 

The "Theoretical Modeling" section of this an- 
nual (sce Section 2) shows that, from first principles, 
we can derive simple scaling laws (1) for the radia- 
tion temperature in a Iaser-irradiated hohlraum and 
(2) for the radiatively driven shpck in a pusher 
material, to mention just two of many taws derived 
there. Here we compare all those predictions with 
1979 experiments on Argus and Shiva and, in 
general, find excellent agreement between theory 
and data. 

TR Scaling 
~ ~ ~- ~~~~ -~ 

Equation (21) of Theoretical Modeling" (see 
Section 2) states that 

Tr - ryu8  (15) 

In F i i  5-99. we compare this prediction with data 
taken on both Shim and Argus. The.lasa pulses 
varied from 600 ps to 2 ns in length and from 600 to 
6 kJ in energy, and the hohlraum scale Sites varied 
from 13 (4 area of 2 mmq to 5.0 (wall arca of 40 
mm3. Over .W broad range of pdrametcr space 
(factor of 15 in the E/A@ figure of merit), the TR 
formuli seems to hold quite well; however, certain 
caveats should be restated. 

The theory leading up to the TR formula docs 
not include realistic time dependence (such as the 
Gaussian nature of the laser pulsc), which could in- 
troduce a serious systematic error. STE contribu- 
tions to wall heating are not included, which makes 
the upper part ofthe curve of Fig. 5-99 suspect sin# 
there, typiwlly,'Emd * Esup a 113 Eaw Finally, as 
shown in "Theoretical Modeling," (see Section 2), 
other losses (diagnostic hole and ball) that lower TR 
somewhat (typically a few electron volts) are not in- 
cluded in the simple formula presented here. The ex- 
perimental points are determined by measuring 
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then shocked. Late in time, the “cork pops’ 
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radiation flux emitted from a diagnostic hole in the 
target can. Since these holes are subject to closure, 
systematic errors may be introduced in the ex- 
perimental determination of T,. Nonetheless, the 
agreement between theory and experiment in Fig. 
5-99 is quite impressive. 

Half-Hohlraum Experiments 

Two other aspects of classified-target perfor- 
mance covered in “Theoretical Modeling” (see Sec- 
tion 2) are (1) suprathermal electron preheat and (2) 
shock plus ablative acceleration driven by radiation. 
To test these issues we have used half-Cairn 
hohlraums, with test samples inside of them to 
mock up target-ball pusher material. These half- 
Cairns are shown schematically in Fig. 5-100. We 
monitor the drive, TR, in the usual way and measure 
the suprathermal Eh and Th from the hard x rays 
produced as the electrons stop in the gold case. 
Early in time, the cold side of the pusher (visible 
through a diagnostic hole in the end cap) is 
preheated by the suprathermals. Later, the pressure 
produced by the radiation drive on the front of the 
sample produces a shock which propagates through 
the sample, Arriving at the back’ and heating it 
further. Because heated material radiates, we can 

detect these heating effects with soft x-ray detectors 
(Dante-L, 15 eV Q hv Q 500 eV) and with optical 
streak cameras (blue and orange light). The Dante- 
L detector has 200- to 500-ps time resolution and is 
not spatially resolved. The optical camera is 
spatially resolved, has 15-ps resolution, and is 
calibrated absolutely to deduce the temperature of 
the emitting surface from the intensity of emission. 
Much later, the sample moves out of the diagnostic 
hole (the c a n  “pops its cork”), releasing hot abla- 
tion plasma that radiates copiously and gives a large 
signal on both Dante-L and the optical streak 
camera. 

We shot 800 J of Argus laser energy in a 600-ps 
FWHM pulse into a 1.4-size half-Cairn hohlraum 
that contained a 12.4-pm-thick sample of glass. The 
T R  measured was 120eV (to be expected, see Fig. 
5-99). Roughly 60 J (less than 10% of Eabs) went 
into a hot-electron spectrum of 70 keV. The lowest 
of five Dante channels and data from the optical 
streak camera’s data are shown in Fig. 5-101. We 
see a preheat signal of one to two electron volts 
following the temporal behavior of the laser pulse, 
followed by about a 10-eV shock that rises sharply 
near the peak of the laser pulse. Finally, we see large 
“cork-popping” signals for each instrument. We 
now analyze each component separately. 

Preheat. The work in “Theoretical Modeling” 
(see Section 2) showed how 100 suprathermal elec- 
trons with energy E, created in the primary of the 

5-92 



nmple h i l . M e  Iulf-Cdrn; Argus 1- pulw of 800 J for 600 ps; TR RT 

eV; Tim 70 keV; 8nd 4 ZD 60 J. T h e ‘ s  h&umenb &ow‘dlfTerent cork-popplng times bemuse of their differing line of dght 
diflaeat Irte-the temperatures beanse of different definitions (see text). 

. .  
. 

camera 
Dante Optical streak 
soft- camera 
x-ray 0 1 2 

Time, t (ns) detector 

1.4-size half-Cairn, become 1.2 electrons with 
energy Eo and 0.8 electrons with energy 0.7 E,, 
deposited in the glass sample. Multiplying these 
numbers by 0.6 will give the conversion to joules 
since only 60 J were created in this experiment. We 
have derived formulae for the preheat temperature 
in a material, given Th and Eh and the thickness of 
the material.46 Combining the results there we have, 
for glass, 

where Ah for 70 keV is 60 and A is the sample area, 
7 X lo4 cm2. This formula yields a preheat tem- 
perature of about three electron volts, within a fac- 
tor of two of the measured value. The factor of two 
can be explained by noting that we only see the 
signal until the peak of the pulse (when the shock 
breaks through), thus only half of the suprathermal 
energy should be used in the calculation (30 J, not 
60). This brings T,, down to 1.5 eV, as observed. 

Similar agreement can be found when analyz- 
ing the 1- to 3-eV preheat signals seen through 12- 
and 4-p-thick gold samples in 1.6-size half-Cairns, 
which had even less energy in suprathermals (50 J). 
I n  the high-2 material, one must remember to effec- 
tively take half the temperature predicted from the 

ideal equation of state since the energy expended in 
ionization is typically as much as the ideal internal 
energy:One must also remember to include the gold 
sample’s albedo in the “suprathermal-transport- 
around-the-cone” calculation. Otherwise, the 
analysis proceeds as before and predicts the ex- 
perimentally observed signals. 

One interesting feature of the gold preheat 
signals is their late arrival times-300 to 400 ps after 
the peak of the 600- to 800-ps FWHM pulse. At that 
late time, only 10 to.1596 of the energy is left in the 
incident pulse. If 50% of that remaining energy were 
absorbed into the very hot electron spectrum ob- 
served, we would arrive at an Eh of 6% of the inci- 
dent energy, which is precisely what is observed. 
This points to a scenario in  which the can fills at late 
time to quarter-critical density. Under those condi- 
tions Raman instabilities can play a strong role in  
absorption and in the creation of very hot electrons. 
This scenario is studied in greater detail in “Cairn 
Scaling Study” (earlier this section). Before tilling 
time, a “mere” 20-keV spectrum is produced, which 
would not significantly preheat the thick gold sam- 
ples. However, such a “cool” spectrum would 
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preheat glass samples to 10eV, which may be one 
explanation for the 10-eV signal seen in Fig. 5-100. 
A radiation-driven shock may offer an alternative 
explanation. 

Shocks. The magnitude and timing of the 5- to 
IO-eV shock observed near the peak of the laser 
pulse can also be explained in terms of previously 
discussed theoretical modeling. The radiation- 
driven ablation shock pressure, PA, scales in glass as 
Eq. (22) of “Theoretical Modeling” (see Section 2). 

PA E 7 &” TG4 . (17) 

Under our present experimental condition (T = 1.2, 
T = 0.6), we find a 15-Mbar shock produced in the 
glass by the radiative drive. For an ideal gas 
shocked to four times its initial density (strong 
shock relations, y = 5/3) we find that 

A Tev (2 + 1) = - P(MB) 
4Po 

Thus, for glass (Z zs 0.8 Tevl/*) we find PA = 15 im- 
plies T, = 9.5 eV, in reasonable agreement with the 
8- to 11-eV shock observed. Thus, the shock- 
magnitude prediction is as observed. 

As for the timing of the shock, the strong shock 
relations relate the shock velocity Vs to the pressure 
Pa by Eq. (32) in “Theoretical Modeling” (see Sec- 
tion 2) 

vf = 4PAnpo 9 (19) 

giving Vs = 3 X 106 cm/s in glass. Since the glass is 
12 p thick, the shock takes 400 ps to traverse it. 
Because this is less than the FWHM of the pulse, we 
expect the shock to arrive at the back of the glass 
near the peak of the pulse, as observed. 

We have seen preheat and shock signals in gold 
samples as well; see Fig. 5-102. For radiation drive 
into gold, the pressure scales somewhat differently 
[Eq. (27) of “Theoretical Modeling” (see Section 
2)], yielding a 6-Mbar shock in gold (T = 1.2, t = 
0.8). Equation (19) predicts a shock speed of 6 X 105 
cm/s. This shock would propagate through 12 p of 
gold in two nanoseconds, and the strength of the 
shock [Eq. (18)] would be about 3.5 eV, as ob- 
served. 

Thus, for both glass and gold, the strength and 
timing of the shocks confirm experimentally the im- 
portant radiation-driven pressure-scaling laws 

2-8-eV shock 

derived in “Theoretical Modeling” (see Section 2). 
Ablative Acceleration. The final signal compo- 

nents in Fig. 5-101 are late-time “cork-popping” 
signals; as the sample is pushed out of the 
hohlraum, it liberates hot ablation plasma that 
radiates copiously. This process is quite complex 
since the hot plasma cools as it expands and 
radiates. However, as a simple model of the proctss, 
we predict a cork-popping signal will arise when an 
instrument’s line of sight just clears the edge of the 
popping disk and is able to see the center of the 
now-vacated diagnostic “exit” hole. Thus, a Dante 
looking at 45O to the normal sample will see the 
cork-popping signal when the 100-pm-radius disk 
moves 100pm out from the exit hole. In contrast, 
the optical streak camera, which looks at 5 5 O  from 
the sample’s normal, will see the signal sooner since 
the disk must move only 70pm out from the exit 
hole for the streak camera to see past it into the cen- 
ter of the exit hole. The speed of the popping cork 
has been calculated via a simple model (see 
“Theoretical Modeling” in  Section 2). There, Eqs. 
(34). (35). and (20) imply (for glass) that 

vp = 7L 
[Po(Ax>o - 910-4T2p7-57] 
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where T is in nanoseconds and T is in kiloelectron 
volts. The denominator simply corrects for the fact 
that just the unablated portion (the cork) of the 



result from the optical measurement. On the con- 
trary, it supports the same physical picture of ;I 

large, 20- to 3O-eV opaque plume of liberated abla- 
tion gas. 

The agreement of the predicted cork-popping 
times with experiment adds even more credence to 
the simple scaling laws (for TR, PA, and V,) on 
which the predictions were based. As a final check, 
we present detailed LASNEX calculations of these 
half-Cairn experiments, which agree both with these 
simple theories and with the data. 

LASNEX Simulations 
Figure 5-103 is a schematic portrayal of a one- 

dimensional LASNEX study of the half-Cairn ex- 
periments. The correct amount of laser energy im- 
pinges on the gold end cap of a cylinder, whose 
other end cap is the glass sample. The radiation 
temperature produced by the code is indeed 120 eV, 
as observed in the experiment and as predicted by 
the theory. We put 60 J of hot electrons (70 kcV 
temperature) into the calculation, as observed in the 
experiment. However, since the one-dimensional 
zoning does not include the shadow-shielding c F  
fects of the scattering cone, we reduce the 60 J to 
20 J. Also shown in Fig. 5-103 is the time history 01’ 
the temperature at the back (cold side) of the glass 
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Fig. 5.104. LASNEX onedimensional cdcnlrtion of cork- 
ping motion, showing dense part of sample moving 5 X 3 1 cm/s. 8s predicted by theory and inferred from experi- 

ment. 
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sample, as predicted by LASNEX under these con- 
ditions. There is a clear 2- to 3-eV preheat signal 
followed by an 8-eV shock near the peak of the 
pulse, as observed experimentally and as predicted 
by the theory presented here. Figure 5-104 shows 
the “cork-popping” motion of the sample. Indeed, 
at 1.5 ns the sample has moved out 70pm. and at 
2.2 ns it has moved out 100 pm. These numbers are 
essentially the same as those inferred from the cork- 
popping signals of the two detectors (Fig. 5-101). as 
well as I‘rom the simple theory. Figure 5-105 shows a 
two-dimensional LASNEX result that compares the 
time history oF the lowest Dante channel with a 
TDG post-processor mockup of that channel ac- 
cording to LASNEX. Despite the complexity OF the 
cork-popping process, the agreement of code and 
experiment is quite good. Note that both predict a 
temperature 01’. “44 eV,” despite the fact that (ac- 
cording to the  two-dimensional LASNEX simula- 
tion) the emitting plasma has a temperature of only 
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Fig.5-105. TDC post-pmceaor to LASNEX simulates 
Dante channel with lowest energy and compares favorably 
with actual signal vs time. 
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25 eV. Recall that this difference in  temperature 
results from the emitting area being much larger 
than the artificially presumed emitting area- 
namely, the exit hole. 

Summary 

In conclusion, there is remarkable agreement 
between predictions of simple theory (and/or com- 
plex one- and two-dimensional LASNEX code 
work) and experimental data. The experiments are 
the first of their kind to measure shocks and 
ablative accelerations produced by soft x-ray drive. 
Together with the analysis presented here (based on 
the theory presented in “Theoretical Modeling” in  
Section 2), they will play a great role in the I‘uture in  
helping us to understand the physics of radiation- 
driven ICF targets. 
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